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Foreword

The New Zealand Census - Mortality Study (NZCMS) is the principal instrument by which the Ministry of Health monitors social inequalities in health. This report provides the technical background to the study, as well as illustrative substantive results.

The NZCMS is hosted by the Wellington School of Medicine and Health Sciences, University of Otago, and is led by Dr Tony Blakely. The study has been funded by the Health Research Council since 1998, and co-funded by the Ministry of Health since 2001.

The study involves anonymous and probabilistic linkage of census and mortality records, thereby creating cohort (or follow-up) studies of the entire New Zealand population for the three years following each census.

The NZCMS is conducted in conjunction with Statistics New Zealand. The linking of the two datasets was undertaken by Statistics New Zealand staff, and access to the linked data was provided by Statistics New Zealand under conditions designed to give effect to the security and confidentiality provisions of the Statistics Act 1975.

As a census-based cohort study, the NZCMS offers several advantages over other study designs:

- direct linkage of exposures to outcomes at the individual level
- rich exposure data
- great statistical power (because of the large ‘sample’ size).

The New Zealand Census, conducted by Statistics New Zealand, collects data on numerous social factors, allowing the NZCMS to ‘map’ mortality by (among other variables) ethnic group, education, occupation, income, asset ownership, family type, labour force status, region and small area deprivation.

The NZCMS, therefore, has great potential to both further our understanding of the determinants of health in New Zealand and to assist agencies such as the Ministry of Health to plan healthy public policy, public health services and health care services.

The purpose of this report is to provide users of NZCMS information with access to the technical infrastructure of the study, as well as illustrative substantive content: specifically, results for adults for the period 1991–94 (ie, following the 1991 Census).

The specific objectives of the study for the next five years may be summarised as follows:
Objectives of the NZCMS for the period 2001 to 2005

1. To extend the NZCMS database by linking mortality records to each of the 1981 and 1996 censuses (linkage to the 1991 and 1986 censuses has already been completed).

2. For each of the four censuses (1981, 1986, 1991, 1996), set-up and maintain:
   a. the cohort data set (ie, including full census data set and linkage status, for analyses of socioeconomic and ethnic differences in mortality)
   b. the bias data set (ie, including only mortality records and whether they were linked, to allow quantification of linkage bias)
   c. the unlock data set (ie, including only linked mortality records, with both their mortality and census ethnicity codes, to allow quantification of numerator-denominator bias).

3. Document in a series of technical reports:
   a. the linkage process, data flow and linkage bias for each census cohort
   b. the unlocking of the numerator-denominator bias for ethnicity between census and mortality data for each census cohort, including the development of adjustment ratios to correct this bias
   c. the weighting procedure to overcome linkage bias for each census cohort.

4. Using the cohort data sets, analyse, monitor and report:
   a. socioeconomic mortality gradients for a range of individual-level socioeconomic factors, including income, education, car access, socioeconomic deprivation and labour force status
   b. socioeconomic mortality gradients by cause of death (including 'avoidable' mortality)
   c. trends in socioeconomic mortality gradients over the time period captured by the census cohorts
   d. socioeconomic mortality gradients for all lifecycle stages (including children and youth, as well as adults and older people up to 74 years of age), by sex
   e. socioeconomic mortality gradients for the three major ethnic groups (Maori, Pacific, non-Maori, non-Pacific) and the contribution of socioeconomic factors to ethnic inequalities
   f. multilevel analyses of contextual/ecological effects of variables such as small area deprivation, social capital and income inequality
   g. regional variation in socioeconomic mortality gradients (including possible application of appropriate mapping techniques).

5. Using the cohort data sets, determine:
   a. absolute mortality risks by socioeconomic and demographic strata
   b. lifetable statistics
   c. measures of premature mortality (such as years of life lost).

6. To conduct cross-national comparisons of socioeconomic mortality gradients in New Zealand with those described for other developed countries (to the extent possible), both at given points in time and for trends over time.

7. Using the 1981 and 1996 census cohorts, measure the contribution of tobacco smoking to socioeconomic mortality gradients.
8 To continue and extend the **unlocking** of the bias in ethnicity by:

a demonstrating the **extent of bias** in routinely published mortality rates by ethnicity caused by numerator–denominator bias

b applying these adjustment ratios to regenerate and report **corrected time series** for ethnic-specific mortality rates.

9 To pursue more complex analyses (both for a given census and over time) of the **independent, joint and interactive effects** of (several) socioeconomic factors and demographic factors on mortality, using simple (eg, multiple-dimensional stratification) and complex (eg, non-parametric, multivariate and structural equation modelling) methods.

10 To **collaborate** with other research groups on specific projects.

11 To investigate extending the NZCMS to include the **linkage of morbidity data** (such as hospitalisation and cancer registration data) and census data.

We are very fortunate indeed to have this ongoing cohort study available, providing us with timely and regularly updated information about social inequalities in health of a scope and quality that few, if any other, countries can match, and at a very small marginal cost.

More detailed technical reports, including a copy of Dr Blakely’s PhD thesis *Socioeconomic factors and mortality among 25–64 year olds: The New Zealand Census–Mortality Study* (on which this report is based), can be found at the NZCMS website: [http://www.wnmeds.ac.nz/nzcms-info.html](http://www.wnmeds.ac.nz/nzcms-info.html)

For further information on the NZCMS or its application to policy, please contact either:

Tony Blakely at tblakely@wnmeds.ac.nz

or Martin Tobias at martin_tobias@moh.govt.nz.

![Signature]

Martin Tobias
Public Health Physician
Public Health Intelligence
Public Health Directorate
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAU</td>
<td>census area unit</td>
</tr>
<tr>
<td>dd</td>
<td>day of birth</td>
</tr>
<tr>
<td>DOB</td>
<td>date of birth</td>
</tr>
<tr>
<td>LS</td>
<td>Longitudinal Survey (the OPCS LS unless stated otherwise)</td>
</tr>
<tr>
<td>mm</td>
<td>month of birth</td>
</tr>
<tr>
<td>NHI</td>
<td>National Health Index</td>
</tr>
<tr>
<td>NLMS</td>
<td>(US) National Longitudinal Mortality Study</td>
</tr>
<tr>
<td>NMDS</td>
<td>National Minimum Dataset</td>
</tr>
<tr>
<td>NPV</td>
<td>negative predictive value</td>
</tr>
<tr>
<td>NZCMS</td>
<td>New Zealand Census–Mortality Study</td>
</tr>
<tr>
<td>NZDep91</td>
<td>small area deprivation index, based on 1991 census data (Salmond et al 1998)</td>
</tr>
<tr>
<td>NZSEI</td>
<td>New Zealand Socioeconomic Index (used to derive occupational classes)</td>
</tr>
<tr>
<td>OPCS</td>
<td>(UK) Office of Population Censuses and Surveys</td>
</tr>
<tr>
<td>PES</td>
<td>Post Enumeration Survey (conducted for the first time following the 1996 census in New Zealand to determine the census undercount)</td>
</tr>
<tr>
<td>PPV</td>
<td>positive predictive value</td>
</tr>
<tr>
<td>RII</td>
<td>relative index of inequality (Mackenbach and Kunst 1997)</td>
</tr>
<tr>
<td>RTC</td>
<td>road traffic crash</td>
</tr>
<tr>
<td>yy</td>
<td>year of birth</td>
</tr>
</tbody>
</table>
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</tr>
<tr>
<td>Box 8</td>
<td>Summarising the net impact of selection and linkage biases on all-cause</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>mortality gradients by NZDep91</td>
<td></td>
</tr>
<tr>
<td>Box 9</td>
<td>Summarising the net impact of selection and linkage biases on cause-</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td>specific mortality gradients by NZDep91</td>
<td></td>
</tr>
<tr>
<td>Box 10</td>
<td>Summarising the effect of selection bias on mortality gradients by</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td>NZDep91 (Box 7) and highest qualification</td>
<td></td>
</tr>
</tbody>
</table>
Executive Summary

Objective

To measure the association of deprivation, education, occupational class, housing tenure, car access and income with mortality among 25–64 year olds during 1991–94 in New Zealand.

Methods

Anonymously and probabilistically linking census and mortality records created a cohort study of the New Zealand population in 1991 followed up for mortality for three years. Gradients of mortality by socioeconomic factors were determined using logistic regression.

Results

Seventy-six point six percent of eligible mortality records were linked to a census record. There was a modest linkage bias in the record linkage, whereby lower socioeconomic decedents were five to ten percent less likely to be linked to a census record than higher socioeconomic decedents.

Controlling for age and ethnicity, strong associations of each socioeconomic factor with mortality were observed, with people from lower socioeconomic groups having approximately twice the mortality risk of their higher socioeconomic counterparts. For example, among 45–64 year olds the odds ratios of all-cause mortality for those living in a low-income household (equivalised household income less than $10,000) compared to those living in a high-income household (greater than or equal to $70,000) were 2.05 for males and 1.58 for females. Similarly, the odds ratios among 25–44 year olds with no educational qualification compared to those with tertiary qualifications were 2.13 for males and 2.00 for females. All-cause mortality gradients by education tended to be stronger among 25–44 year olds, and by income tended to be stronger among 45–64 year olds. Strong mortality gradients were evident for all specific causes of death, other than non-lung cancers.

Health selection bias – reverse causation whereby health influences socioeconomic position – accounted for a large part of the observed high mortality risk among the non-active labour force, possibly some underestimation of occupational class mortality gradients, and probably some overestimation of income mortality gradients (particularly for cancer and for males).
Multivariate analyses including education, income, car access and labour force status demonstrated a particularly strong association of unemployment with suicide, persistent independent associations of education and car access with all-cause mortality and large reductions to the null of the income–mortality gradient following control for labour force status for cancer and cardiovascular disease. The latter reduction of the income–mortality gradient to the null was, in part at least, probably due to health selection.

**Conclusion**

Large socioeconomic mortality gradients existed during 1991–94 among 25–64 year old adults in New Zealand for all socioeconomic factors and nearly all causes of death. There was a notably strong association of unemployment with suicide death. Similar linkage of the 1981, 1986 and 1996 New Zealand Censuses to mortality data in the future will allow an investigation of whether these socioeconomic mortality gradients are changing over time in New Zealand.
Dr Tony Blakely and his co-researchers from the Wellington School of Medicine, University of Otago, initiated the New Zealand Census–Mortality Study. It was approved by the Government Statistician as a Data Laboratory project under the Micro data Access Protocols.

**Requirements of the Statistics Act**

Under the Statistics Act 1975 the Government Statistician has legal authority to collect and hold information about people, households and businesses, as well as the responsibility of protecting individual information and applying limits to the use to which such information can be put. The obligations of the Statistics Act 1975 on data collected under the Act are summarised below.

1. Information collected under the Statistics Act 1975 can be used only for statistical purposes.

2. No information contained in any individual schedule is to be separately published or disclosed to any person who is not an employee of Statistics New Zealand, except as permitted by sections 21(3B), 37A, 37B and 37C of the Act.

3. This project was carried out under section 21(3B). Under Section 21(3B) the Government Statistician requires an independent contractor under contract to Statistics New Zealand, and any employee of the contractor, to make a statutory declaration of secrecy similar to that required of Statistics New Zealand employees where they will have access to information collected under the Act. For the purposes of implementing the confidentiality provisions of the Act, such contractors are deemed to be employees of Statistics New Zealand.

4. Statistical information published by Statistics New Zealand, and its contracted researchers, shall be arranged in such a manner as to prevent any individual information from being identifiable by any person (other than the person who supplied the information), unless the person owning the information has consented to the publication in such manner, or the publication of information in that manner could not reasonably have been foreseen.

5. The Government Statistician is to make office rules to prevent the unauthorised disclosure of individual information in published statistics.

6. Information provided under the Act is privileged. Except for a prosecution under the Act, no information that is provided under the Act can be disclosed or used in any proceedings. Furthermore, no person who has completed a statutory declaration of secrecy under section 21 can be compelled in any proceedings to give oral testimony regarding individual information or produce a document with respect to any information obtained in the course of administering the Act, except as provided for in the Act.
Census data

The Population Census is the most important stocktake of the population that is carried out. The statistics that are produced provide a regular picture of society. Results are used widely in making decisions affecting every neighbourhood. They are used in planning essential local services and they also help to monitor social programmes ranging from housing to health.

Traditionally, census data is published by Statistics New Zealand in aggregated tables and graphs for use throughout schools, business and homes. Recently, Statistics New Zealand has sought to increase the benefits that can obtained from its data by providing access to approved researchers to carry out research projects. Microdata access is provided, at the discretion of the Government Statistician, to allow authoritative statistical research of benefit to the public of New Zealand.

This project used anonymous census data and mortality data, which were integrated using a probabilistic linking methodology, to create a single dataset that allows the researchers to undertake a statistical study of the association of mortality and socioeconomic factors. This is the first time that the census has been linked to an administrative dataset for purposes other than improving the quality of Statistics New Zealand surveys. The project has been closely monitored to ensure it complies with Statistics New Zealand’s strict confidentiality requirements.

Further information

For further information about confidentiality matters in regard to this study please contact either:

Chief Analyst, Analytical Support Division or
Project Manager, Data Laboratory
Statistics New Zealand
PO Box 2922
Wellington
Telephone: +64-4-495 4600
Facsimile: +64-4-495 4610
Chapter 1: Introduction

Box 1: Overview of Chapter 1

Structure of this Chapter
Section 1 details the objectives of this report and of the NZCMS. Section 2 presents a brief overview of social epidemiology and models of the socioeconomic determinants of health and concludes with a framework for use in this report. Sections 3 and 4 deal with study designs and sources of error, respectively.

Objectives of this report
The New Zealand Census–Mortality Study (NZCMS) has been established to measure and monitor the association of socioeconomic factors with mortality in New Zealand. The study data is formed by anonymously and probabilistically linking census and mortality records. This report represents the early stages of the NZCMS, with an exclusive focus on socioeconomic mortality gradients among 25–64 year olds in the 1991 census followed up for mortality for three years. A major objective of this report is to report the association of small area deprivation, education, car access, household tenure, labour force status, occupational class and equivalised household income with all- and cause-specific mortality. A particular and important focus of this report is to quantify the effect of different sources of error (ie, selection bias, health selection, linkage bias and confounding) in the NZCMS.

Social epidemiology and models
Each incremental improvement in socioeconomic position tends to be associated with an incremental reduction in mortality risk. Thus, mortality is distributed as a gradient by socioeconomic position, with little evidence of threshold effects. Social epidemiology is a rapidly expanding field of research attempting to elucidate the causal mechanisms behind this gradient using epidemiological methods. It is important to incorporate layers of causation in social epidemiology, from distal (eg, government economic policy) to proximal (eg, individual health behaviours).

Study designs
Common study designs used to measure socioeconomic mortality gradients:
- unlinked census–mortality studies
- linked census–mortality studies (eg, the NZCMS)
- non-census cohort studies
- ecological and multilevel studies.

Sources of error
Sources of error that affect the measurement of socioeconomic mortality gradients, with a particular focus on those likely to affect a linked census–mortality study such as the NZCMS:
- confounding
- misclassification bias of socioeconomic exposures and confounders
- misclassification of the mortality outcome
- health selection.

(A more detailed discussion of sources of error is included in Appendix B.)
Socioeconomic gradients in health, and more specifically mortality, are pervasive. Poor people die earlier than rich people (Backlund et al. 1996; Davey Smith et al. 1998c; Kaufman et al. 1998; Sorlie et al. 1995), poorly educated people die at a higher rate than highly educated people (Feldman et al. 1989; Fox and Goldblatt 1982; Kunst and Mackenbach 1994b; Shkolinov et al. 1998; Sorlie et al. 1995), people from lower social classes die at a higher rate than those from high social classes (Fox and Goldblatt 1982; Marmot et al. 1984; Pearce et al. 1991; Sorlie et al. 1995) and so on. Furthermore, there is no apparent threshold. As a rule, each incremental improvement in socioeconomic position is associated with an incremental decrease in mortality risk. Thus, we are required to consider and research socioeconomic mortality gradients that span right across society’s socioeconomic hierarchy, not just the health inequalities between those in poverty and those not in poverty (or some other arbitrary threshold) (Howden-Chapman et al. 2000).

While socioeconomic inequalities in health are common to all populations that have been investigated, they are not unchangeable. The steepness of the gradient (in relative terms) has tended to increase in the recent decades (Diderichsen and Hallqvist 1997; Feldman et al. 1989; Goldblatt 1989; Marang-van de Mheen et al. 1998; Marmot and McDowall 1986; Pappas et al. 1993; Valkonen 1993), and there is some (although perhaps less than previously thought) variation between countries in the size of the mortality gradient (Kunst et al. 1999; Kunst et al. 1998d; Kunst and Mackenbach 1994a; Kunst and Mackenbach 1994b; Mackenbach et al. 1997). Behind all-cause mortality, the incidence of cardiovascular disease (and tobacco smoking) has shown large changes in its association with socioeconomic position, being initially a disease (lifestyle behaviour) of higher socioeconomic groups before concentrating among lower socioeconomic groups as the epidemic has progressed. Thus, socioeconomic mortality gradients are an appropriate area of focus in public health as the mortality differences are large; everyone in society is included on the socioeconomic ranking, and the gradient appears (in part at least) to be variable over time and between countries. What causes the socioeconomic mortality gradient, and the mutability of the gradient, is the subject of a rapidly expanding international research effort. The New Zealand Census–Mortality Study aims to contribute to this research effort. This report presents the first steps of the larger NZCMS project. The NZCMS aims to measure socioeconomic mortality gradients in New Zealand for all people aged 0–74 years, for a range of socioeconomic factors: small area deprivation, education, labour force status, occupational class, income and wealth (e.g., car access). As such, this represents a significant increase in the information on socioeconomic mortality gradients available in New Zealand – previously information was available only for occupational class (15–64 year old males) (Pearce et al. 1991) and small area deprivation (Salmond and Crampton 2000).
1 Objectives of this report and of the NZCMS

The objectives of this report are to:

- consider the various study designs and sources of error encountered when measuring socioeconomic mortality gradients, with a particular focus on linked census–mortality studies
- review the literature on socioeconomic mortality gradients
- briefly describe the record linkage methodology used in the NZCMS to link 1991 census records to mortality records for 1991 to 1994, and the output of that record linkage
- present the univariate and multivariate results for the association of small area deprivation, education, labour force status, occupational class, housing tenure, car access and income with mortality (all-cause and cause-specific) for 25–64 year olds, by sex, for the 1991 linked census–mortality study
- interpret the results with regard to causal inference and policy relevance.

This report may be viewed as summarising the establishment, processes and initial results of the larger NZCMS project. As such, the NZCMS will build on the first wave of results presented in this report by guiding analyses:

- for each of the four linked census–mortality studies (1981, 1986, 1991 and 1996 census cohorts), thereby allowing a measurement of trends in socioeconomic mortality gradients over time
- for children (0–14 year olds) and youth (15–24 year olds), and the elderly (65–74 year olds), in addition to 25–64 year olds
- comparing socioeconomic mortality gradients in New Zealand with other countries (eg, the cross-national comparison studies by Kunst, Mackenbach, and other colleagues involved in the European Union Working Group on Socioeconomic Inequalities in Health).
- of socioeconomic mortality gradients within specific ethnic groups
- of the numerator–denominator bias for ethnicity between census and mortality data
- of smoking (1981 and 1996 censuses) as a mediator between socioeconomic position and mortality in New Zealand
- of the association of ecological socioeconomic measures (eg, small area deprivation, income inequality and social capital) with mortality controlling for personal socioeconomic factors.

This report is based on a PhD thesis (Blakely 2001). Compared to the original thesis, this report has moved much of the technical information (ie, sources of error and sensitivity analyses) to appendices and focuses more on the process of the NZCMS and early substantive results.
2 Epidemiological theory and models of the socioeconomic determinants of health

Epidemiological theory (explicit or implicit) frames the questions we ask as epidemiologists and the analyses we conduct (Krieger and Zierler 1996). The dominant, if rarely explicitly acknowledged, epidemiological theory post World War II is the lifestyle theory of disease causation (Krieger 1994; Susser and Susser 1996a). Under this theory, it is assumed that individuals directly control their lifestyles and, hence, risk of disease – the fact that behaviours are socially patterned is overlooked. An alternative ‘ecosocial’ (Krieger 1994; Krieger 1999) theory of disease causation attempts to incorporate how social phenomena (eg, discrimination, violence, income distribution, residential segregation, welfare policies, personal socioeconomic position) affect human biology, both directly and indirectly through mediated pathways (including risk factors and lifestyles). This alternative social theory of disease causation is the epidemiological theory that frames the research questions we ask in social epidemiology.

A relatively simple way to conceptualise (or model) the socioeconomic determinants of health and disease is to think of layers of causation or analysis. While similar to many other representations of the layers of causation, the model proposed by Dahlgren and Whitehead (1991) and used by Benzeval et al (1995) has been popular in New Zealand. This model is shown in Figure 1.

Figure 1: A layered model of the socioeconomic determinants of health

Source: Dahlgren and Whitehead 1991
A more detailed model of the socioeconomic determinants of health and disease has been provided by Turrell et al (1999) (Figure 2). This Australian model usefully presents:

- upstream, midstream and downstream factors in one model, without dichotomising social forces versus lifestyle risks
- global forces, culture and ‘government policies’ as determinants of the distribution of personal socioeconomic factors (‘determinants of health’)
- a direct effect of the ‘social determinants’ on health, and an indirect effect mediated through psychosocial factors and health behaviours (ie, the biopsychosocial model is incorporated)
- the importance of priority groups, life-course stages, and settings and contexts as organising structures over which the midstream factors coalesce and interact to affect health.

**Figure 2: Framework of the socioeconomic determinants of health**

Source: Turrell et al 1999
A limitation of the Turrell et al model in the New Zealand setting is the lack of prominence afforded to ethnicity. Also, other than income and housing, material factors (e.g., crowding, financial difficulties, asset wealth, capital, diet, exposure to harmful substances) are arguably underemphasised as either upstream determinants or midstream determinants of health. In another model, the MacArthur Network on SES and Health posits education, occupation and income at the most distal level, and ‘environmental resources and constraints’ (e.g., material resources) and ‘psychological influences’ at the next level closer to individuals (Adler and Ostrove 1999). ‘Exposure to carcinogens and pathogens’, ‘behaviour’, and ‘CNS and endocrine response’ are the most proximal level to individual health and illness in this MacArthur Network model.

In the NZCMS, information is only available for the ‘Determinants of Health’ represented in the upstream panel of the Turrell et al framework (Figure 2), (i.e., small area deprivation, education, income, occupational class, labour force status and asset ownership). (As the NZCMS progresses to include linkage of other censuses to mortality data, we will also be able to look at how ‘policies’ may alter socioeconomic mortality gradients by comparing results across separate linked census–mortality cohorts. Also, the 1981 and 1996 censuses provide smoking data allowing an examination of one health behaviour as a pathway to mortality.) While it is not possible in this report to explore other pathways that mediate the effect of socioeconomic factors on mortality risk, it is important to have some understanding of these possible downstream pathways in order to place the results of the NZCMS in context.

A reduced framework or causal diagram is necessary to guide the analyses in this report, and the NZCMS more generally – an initial one is presented in Figure 3. The direction of the arrows in Figure 3 represents the chronological ordering of the socioeconomic factors for the 25–64 year old cohort: education usually precedes entry to the labour force; labour force status affects income; and car access (as a measure of asset wealth) is a function of income. Education, labour force status and income are all represented as having a direct association with mortality (i.e., the arrows directly from each socioeconomic factor to mortality), as well as an association with mortality mediated by other socioeconomic factors. An arrow is shown from education to income, suggesting that education has an influence on household income over and above whether or not you have employment. Dotted arrows are also shown from education and labour force status to car access (as a measure of asset wealth), suggesting there might be an association independent of that via income. For example, education may impart a propensity to invest in the future regardless of income, and labour force status may be a proxy for attributes (e.g., self-motivation) that may also be determinants of asset acquisition independent of income.
The framework in Figure 3 is, obviously, a simplification of reality, and includes only variables that are available in the NZCMS. However, simplifications in causal diagrams are essential in any epidemiological analysis (Greenland et al 1999), and it is better to be explicit about those necessary simplifications of reality rather than leave them implicit. Even just considering additional variables available in the NZCMS, occupational class and housing tenure (another measure of asset wealth) could have been included. However, the New Zealand Census uses current occupation to assign occupational class, meaning that occupational class is missing for a large percentage of the cohort – so it has been excluded from the analytical framework.

Further, in reality each socioeconomic factor is not compartmentalised at one point in a causal diagram – income affects asset wealth which, if invested wisely, may further enhance income. The framework is specific to 25–64 year olds in the NZCMS. For example, over the long-term parental income may influence children’s education – but the framework in Figure 3 assumes that education is relatively fixed by age of entry into the 25–64 year old age group, and that we are interested in those individual’s mortality risk, not their children’s.

Based on the univariate results and sensitivity analyses presented later in this report, the framework in Figure 3 had to be revised before conducting the multivariate analyses (see revision at commencement of Section 9, Chapter 4). For example, labour force status was that at census night, and as such would have been a strong correlate of health status on census night. (People in poor health are often not in the active labour force.) Controlling for labour force status, therefore, risked over-adjusting the association of any socioeconomic factor with mortality, as (other than injury deaths) health status is an intermediary step between socioeconomic factors and mortality. Health selection effects also made analysis of income–mortality gradients that controlled for labour force status difficult to interpret.
3 Measuring socioeconomic mortality gradients - study designs

3.1 An overview of study designs to measure socioeconomic mortality gradients

It is helpful to think of six types of study that can be used to measure socioeconomic mortality gradients – they are shown in Table 1. The first four study types have been described previously by Valkonen (1993). Cohort studies have been more commonly used than case-control studies to measure socioeconomic mortality gradients – particularly for all-cause mortality. Multilevel studies combine measures of ‘average’ socioeconomic position obtained in an ecological study with individual-level data on socioeconomic factors obtained in any one of the five other studies in Table 1.

Table 1: Types of studies used to measure socioeconomic mortality gradients

<table>
<thead>
<tr>
<th>Study type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1   Unlinked census–mortality study</td>
<td>The distribution by socioeconomic position is determined separately for the numerator deaths (ie, mortality data) and denominator population (ie, census data), then compared at an aggregate level.</td>
</tr>
<tr>
<td>2   Linked census–mortality study</td>
<td>Mortality records are linked to census records, then mortality rates for each socioeconomic group are determined directly as per a cohort study design.</td>
</tr>
<tr>
<td>3   Non-census cohort study</td>
<td>A typical cohort study design, using a non-census data set as the study base.</td>
</tr>
<tr>
<td>4   Ecological study</td>
<td>Comparison by groups (eg, regions) of a measure of ‘average’ socioeconomic position and mortality rates.</td>
</tr>
<tr>
<td>5   Case-control study</td>
<td>A study involving the comparison of the distribution of socioeconomic factors among people who die (cases) with that among a suitably selected sample of living people (controls).</td>
</tr>
<tr>
<td>6   Multilevel study</td>
<td>In social epidemiology, a study that includes measures of individual-level and contextual socioeconomic factors. Thus, a multilevel study combines features of an ecological study and one of the four other study types.</td>
</tr>
</tbody>
</table>

In this section, describes the first four study types listed in Table 1, and include a brief description of multilevel studies with the description of ecological studies.

3.2 Unlinked census–mortality studies

An unlinked census–mortality study design is usually associated with studies of occupational class mortality gradients. However, the underlying method is the same as that used in all routinely published mortality data by sex, age, ethnic group, small area deprivation and region – for example, those found in Our Health, Our Future (Ministry of Health 1999).
Unlinked studies of occupational class have a long history. The series of Decennial Supplements on Occupational Mortality published by the Registrar-General of England and Wales dates back to the 1921 census for occupational/social class analyses, and back to 1851 for specific occupational analyses (Valkonen 1993). Essentially, social class (more correctly occupational class) is derived from the occupation stated on death certificates (numerator) and census data (denominator), and class-specific mortality rates are then calculated. By ordering the occupational classes from highest (eg, professionals) to lowest (eg, labourers), the size of the socioeconomic mortality gradient can be determined by comparing mortality rates between the highest and lowest occupational classes or by summarising the gradient across the ordered occupational classes.

The major body of work on socioeconomic mortality gradients in New Zealand is that by Pearce and colleagues, using an unlinked census–mortality study design to measure occupational class mortality gradients about the times of the 1976 and 1986 censuses. (Results using the 1996 census have been submitted). All analyses were restricted to 15–64 year old males. Analyses for females were not possible due to the relatively low involvement of females in the labour force, and analyses for the elderly were not possible as the New Zealand censuses elicit current occupation only. The major analyses included:


A well-known limitation of unlinked studies is possible numerator–denominator bias, as the mortality and census occupational data are collected by different systems. For example:

- occupation on the death certificate (actually the ‘death registration form’ (BDM28 form) in New Zealand) is collected by the undertaker from the next of kin, whereas it is self-identified on the census. Thus, the occupation elicited may differ on census data and mortality data. This misclassification bias could be random or non-differential, but a systematic or differential bias is possible (eg, there may be a tendency for next of kin to ‘promote the dead’)

- there may be variation between census and mortality data as to whether current, most recent or main lifetime occupation is elicited. In New Zealand the undertaker elicits from the next of kin the deceased’s ‘usual occupation, profession or job’. However, the 1991 census elicits information about current occupation only. (Note that in other countries the census question differs (eg, the 1971 England census asked about most recent occupation if not currently working).)

- the amount of information collected varies between mortality and census data. For example, in New Zealand just occupational title is collected on mortality data, but both occupational title and tasks/roles are collected on census data. Thus, there will be misclassification biases of occupation codes (eg, New Zealand Standard Classification of Occupations) within each of census and mortality data. This misclassification could be either non-differential or differential, and the amount of misclassification may vary between census and mortality data.
Comparative evidence from the Office of Population Censuses and Surveys (OPCS) Longitudinal Study suggests that, in England and Wales at least, the numerator–denominator bias was not substantial in the Decennial Supplements that used an unlinked study design (Fox and Goldblatt 1982). Moreover, evidence is emerging that unlinked census–mortality studies may be superior to linked census–mortality studies when only current occupation is available on census data (as is the case in New Zealand) as opposed to current or last occupation (as in England and Wales) (Kunst 1997; Kunst et al 1998b; Martikainen and Valkonen 1999).

### 3.3 Linked census–mortality studies

A linked census–mortality study takes routine census data and links it to routine mortality data for deaths occurring in some time period following the census. Thus, it is a prospective cohort study of the entire census population, followed up for mortality. The linkage aims to match a decedent’s mortality record to his or her actual census record; the linkage is not just statistically matching ‘like’ mortality records with ‘like’ census records. An inventory of linked studies by country is shown in Table 2.

<table>
<thead>
<tr>
<th>Country (n, approx†)</th>
<th>Linkage description</th>
<th>Percentage-linked and accuracy of linkage</th>
<th>Example of research outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada (n=47,935, all ages)</td>
<td>Sample of 1986 census records from Manitoba Probabilistically and anonymously linked to health insurance records Mortality in three years following census determined from health records</td>
<td>74% of census records linked to a health insurance plan record 95.5% of links were estimated to be true links (Houle et al 1996)</td>
<td>Methods (Houle et al 1996) Income and education (Mustard et al 1997)</td>
</tr>
<tr>
<td>Denmark (3 million)</td>
<td>1970–86 censuses Some linkage with tax files Linkage to mortality and cancer registry data</td>
<td>&gt;99% of deaths ascertained (Kunst et al 1996) Accuracy not stated in accessible publications, but presumably good due to use of personal identifier</td>
<td>Unemployment and cause-specific mortality (Iversen et al 1987) Unemployment and cancer mortality (Lyne and Andersen 1997) (Relatively few Danish-specific studies using the linked data were found by Medline searches, but the data set has been used for cross-national comparisons – see Table 3.)</td>
</tr>
<tr>
<td>France (800,000)</td>
<td>2–3% sample of 1975 census (Kunst et al 1996) Linkage to 1975–89 mortality data</td>
<td>Not available (Kunst et al 1996)</td>
<td>(No French-specific studies found in the English language journals by Medline – although there is a limited number of publications in French (eg, Desplanques 1984). The data set has been used for cross-national comparisons – see Table 3.)</td>
</tr>
<tr>
<td>Country (n, approx t)</td>
<td>Linkage description</td>
<td>Percentage-linked and accuracy of linkage</td>
<td>Example of research outputs</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------</td>
<td>-------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Italy (36 million)</td>
<td>1981 census cohort</td>
<td>75–78% of mortality records linked to a census record (Faggiano et al 1995; Kunst et al 1996)</td>
<td>Education and cancer mortality (Faggiano et al 1995)</td>
</tr>
<tr>
<td></td>
<td>Linked to mortality data for the following six months</td>
<td>Not stated</td>
<td>Occupational class and cancer mortality (Costantini et al 1994)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Relatively few Italian-specific studies were found in the English-language journals by Medline searches, but the data set has been used for cross-national comparisons – see Table 3.)</td>
</tr>
<tr>
<td>Italy (Turin) (700,000)</td>
<td>1981 census cohort</td>
<td>&gt;99% of mortality records linked to a census record (Kunst et al 1996)</td>
<td>Education and cancer mortality (Rosso et al 1997)</td>
</tr>
<tr>
<td></td>
<td>Linked to 1981–89 mortality data</td>
<td>Not stated</td>
<td>Socioeconomic status (generally) and mortality (Cardano et al 1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Relatively few Italian-specific studies found in the English-language journals by Medline searches, but the data set has been used for cross-national comparisons – see Table 3.)</td>
</tr>
<tr>
<td>Norway (2.6 million)</td>
<td>1970 and 1980 censuses</td>
<td>Not stated in accessible publications, but presumably good due to use of personal identifier</td>
<td>Health selection, and occupational class (Dahl 1993)</td>
</tr>
<tr>
<td></td>
<td>Linkage between censuses</td>
<td></td>
<td>Breast cancer mortality among fishermen's wives (Lund and Bona 1993)</td>
</tr>
<tr>
<td></td>
<td>Linkage to 1980–90 mortality data</td>
<td></td>
<td>(Relatively few Norwegian-specific studies were found by Medline searches, but the data set has been used for cross-national comparisons – see Table 3.)</td>
</tr>
<tr>
<td>Sweden (5 million)</td>
<td>1960 to 1985 censuses</td>
<td>&gt;98% of deaths ascertained (Diderichsen and Hallqvist 1997; Nordic Statistical Secretariat 1988; Statistics Sweden 1982)</td>
<td>Occupation and cause-specific mortality, males (Diderichsen and Hallqvist 1997)</td>
</tr>
<tr>
<td></td>
<td>Linkage between censuses</td>
<td>Accuracy not stated - but probably high</td>
<td>Unemployment and all-cause mortality (Stefansson 1991)</td>
</tr>
<tr>
<td></td>
<td>and other routine data (eg, tax files)</td>
<td></td>
<td>Childhood and adulthood occupational class, and all-cause and IHD mortality (Vagero and Leon 1994)</td>
</tr>
<tr>
<td></td>
<td>Linkage of each census to mortality data for the following 5 or 10 years</td>
<td></td>
<td>Occupational class and avoidable mortality (Westling et al 1996)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Provision of data on adult socioeconomic position (income, education, car access and occupational class) for a study of the association of fetal growth rate (cohort born 1915–29) and adult IHD (Leon et al 1998)</td>
</tr>
<tr>
<td>United Kingdom (OPCS Longitudinal Survey; 500,000 all ages)</td>
<td>1% sample of 1971 census, replenished by 1981 census</td>
<td>&gt;95% of deaths among cohort in 1971–75 were ascertained</td>
<td>Initial technical report and results (Fox and Goldblatt 1982)</td>
</tr>
<tr>
<td></td>
<td>Linkage between censuses and between census and other routine data (eg, tax files)</td>
<td>&lt;1% of links incorrect (Fox and Goldblatt 1982)</td>
<td>Labour force status (Bethune 1996; Moser et al 1984; Moser et al 1986; Moser et al 1987)</td>
</tr>
<tr>
<td></td>
<td>Ongoing linkage to mortality data</td>
<td></td>
<td>Social class (Fox et al 1985; Goldblatt 1989; Harding 1995)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Occupation (Fox and Adelstein 1978; Moser and Goldblatt 1991)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asset ownership (Filakti and Fox 1995; Goldblatt and Fox 1979)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Suicide (Lewis and Sloggett 1998)</td>
</tr>
<tr>
<td>USA (National Longitudinal Mortality Study; NLMS; 1.3 million all ages)</td>
<td>Respondents to the Current Population Survey (CPS) between 1979 and 1985</td>
<td>&gt;93% of deaths ascertained</td>
<td>Initial technical report (Rogot et al 1992b)</td>
</tr>
<tr>
<td></td>
<td>Probabilistically linked to national mortality data up to 1989</td>
<td>Perhaps 1% of links being incorrect (Calle and Terrell 1993; Rogot et al 1992b)</td>
<td>Record linkage methods (Rogot et al 1986)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Labour force status (Sorlie and Rogot 1990)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Income (Backlund et al 1996)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Education (Elo and Preston 1996)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Labour force status, education, income and social class (Backlund et al 1999; Rogot et al 1992a; Sorlie et al 1995)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ethnicity (Sorlie et al 1993; Sorlie et al 1992a; Sorlie et al 1992b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stroke (Howard et al 1997; Howard et al 1994; Howard et al 1995)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Neighbourhood and personal income (Anderson et al 1997)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Children and youth (Singh and Yu 1996a; Singh and Yu 1996b)</td>
</tr>
<tr>
<td></td>
<td>Manually linked to mortality records for deaths in the four months after census</td>
<td>Accuracy not estimated, but probably high</td>
<td></td>
</tr>
</tbody>
</table>

† Numbers of 20–74 year olds unless stated otherwise, taken from (Kunst et al 1996).

‡ Results of the record linkage are reported as the percentage of census records linked to a health insurance plan record, contrary to reporting in other studies. The underlying record linkage project was of all census records and all health insurance plan records – for privacy reasons the analytical sample was limited to 20,000 households. As the health insurance plan is universal, the percentage of health insurance plan records linked to a census record would also have been about 74%. Separate linkage results are not provided for mortality events only.
The Scandinavian countries set the standard in linked census–mortality studies. The introduction after World War Two of unique personal identifiers for each citizen that are routinely recorded on different administrative data sets makes record linkage relatively easy. Consequently, linkage between census and mortality records is near complete and highly accurate (Table 2). Furthermore, census data sets are routinely linked to previous/subsequent census data sets, and non-health data is also linked to census data (eg, tax data allowing an accurate measurement of net income). Much research on socioeconomic mortality gradients has emanated from Sweden and Finland, but surprisingly little (given the quality of data) from Norway and Denmark (Table 2).

An exemplary study of how thorough the linkage of data is in Sweden is that by Leon et al (1998). They retrospectively assembled a birth cohort of 14,611 people born in one region of Sweden during 1915–29. For the period prior to World War Two the researchers followed the cohort by a statutory system of parish archives. After 1950, follow up was simply conducted by using personal identification numbers, allowing incorporation of census socioeconomic data, immigration/emigration data, and finally linkage to mortality data. Thus, antenatal and perinatal data, childhood socioeconomic position (parental occupational class), adult socioeconomic position (at several censuses) and mortality outcomes were combined for each individual, allowing an elegant study of whether birth weight was associated with adult ischaemic heart disease mortality independent of life-course socioeconomic position (Leon et al 1998). (The conclusion was that increased birth weight was associated with decreased IHD mortality.)

Perhaps the best known linked census–mortality study in the English-speaking world is the Office of Population Surveys and Censuses (OPCS) Longitudinal Study (LS). In this study, a 1% sample of the 1971 census population has been followed up for mortality, and linked with 1981 census data. In the absence of unique identification numbers in England and Wales, linkage to mortality and immigration/emigration data was conducted manually (Fox and Goldblatt 1982). However, the presence of names and text addresses on both census and mortality data has ensured that linkage is near complete and accurate.

The US equivalent is the National Longitudinal Mortality Study (NLMS). Strictly speaking, the NLMS is not a census–mortality linkage study as the 'census' records are actually Current Population Survey (CPS) records. The CPS is similar to New Zealand's Household Economic Survey and Household Labour Force Survey. The NLMS pooled the CPS subjects aged 25 years and older surveyed between 1979 and 1985 to form the cohort study base. In other respects, the NLMS is similar to the other linked studies – hence the inclusion in Table 2. The NLMS also uses probabilistic record linkage methods to link the CPS and mortality records – the same underlying record linkage method used in the NZCMS. (Probabilistic linkage methods are described in this chapter. Briefly, in the absence of a unique identifier, and with many records, the most accurate and efficient way to link records is probabilistically. ‘Probabilistically’ refers to the use of agreement and disagreement weights for each comparison of matching variables. The weights are derived from the probability of a match purely by chance when the comparison pair is not a true link or from the probability of a match when the comparison pair is actually a true link.)
Being a probabilistic record linkage study, the NLMS requires scrutiny of the completeness and accuracy of the record linkage. At least 93% of the deaths were estimated to be successfully ascertained – this equates to the sensitivity of the record linkage as a ‘test’ to detect actual death outcomes. Regarding the accuracy of the ascertained links, perhaps 1% were false links – this equates to a positive predictive value (PPV) of 99% for the record linkage. To estimate the PPV, Calle et al submitted a test sample of 15,000 participants of the American Cancer Society cohort with known vital status (stratified random sample: 5000 dead and 10,000 alive) to an automated and probabilistic record linkage with the US National Death Index (Calle and Terrell 1993). While not an exact examination of the accuracy of the record linkage in the NLMS, this PPV estimate is probably a reasonable estimate of the PPV in the NLMS given the same underlying record linkage methodology (personal communication, Paul Sorlie, July 1999).

A classic record linkage study is the 1960 Matched Records Study in the US, reported by Hauser and Kitagawa (Kitagawa and Hauser 1973). This study involved taking all 340,033 deaths occurring in the four months following the 1960 census, and assigning each mortality record an enumeration district code on the basis of the address on the death registration form. For each mortality record, a manual search was conducted of the 1960 census data set for the same individual within the coded enumeration district using the name, address, and other personal details of the decedent – a huge task! Seventy-seven percent of the mortality records were linked back to their census record. However, only 25% of the total census population was required to complete questions on socioeconomic factors such as family income, education, and occupation. Thus, the number of census records and decedents in each category of socioeconomic factor (by sex, age, and race) was determined by: estimating the denominator number of census records from the 25% census sample and estimating the numerator number of deaths from the 25% sample of the 77% of mortality records linked to the complete census data set. Regarding this latter estimation, considerable effort was undertaken to adjust for any bias between the 23% of mortality records not linked to a census record, and the 77% of mortality records that were linked, by sending a questionnaire to the next of kin of 9541 decedents (either linked or unlinked to a census record) to elicit sociodemographic characteristics. Based on this questionnaire, the following biases in the record linkage were estimated:

- Over 80% of decedents aged 55 years and over were linked back to their census record, but only 65% of 15–35 year old and less than one year old decedents were linked. Kitagawa and Hauser (1973) attributed this lower success to a higher residential mobility of young adults.

- Married decedents were more likely to be linked than widowed, divorced or never married decedents – also probably a function of residential mobility.

A relatively small sample of mortality and census records have been probabilistically linked in Manitoba, Canada (Houle et al 1996) (Table 2). Due to privacy requirements similar to those in New Zealand, names and text addresses were not used in the record linkage. Thus the record linkage used anonymous data (eg, geocodes, date of birth, sex). Probabilistic record linkage methods were used. The results were reported for linkage of census to health insurance records, not mortality records to census records (Houle et al 1996). Seventy-four percent of the selected census records were linked to a health record, with 95.5% of these links estimated to be true links based on examination of names and addresses for a subset (n=1000) of the nearly 50,000 total census records.
The complete Italian 1981 census data set has been linked to mortality records for the six months following that census (Faggiano et al 1995). Similar to the Canadian experience (although reported as the percentage of mortality records linked to census records), 75–78% of mortality records were linked to a census record (Faggiano et al 1995; Kunst et al 1996). English language publications do not state whether probabilistic linkage methods were used (although it seems highly likely), and whether the accuracy of the linkage was determined.

The small Canadian and the national Italian linkage studies approximate the NZCMS more closely than the remaining studies in Table 2, as:

- anonymous mortality and census data were used
- geocodes (based on the unavailable text address) were critical in the record linkage process
- the absence of unique identifiers and/or names and addresses meant the percentage of mortality records linked to a census record was substantially less than 100%.

The studies shown in Table 2 have been used extensively in cross-national comparisons. Selected examples of these cross-national studies are shown in Table 3. By far the greatest contribution to cross-national comparisons has been provided by Kunst, Mackenbach, and other colleagues involved in the European Union Working Group on Socioeconomic Inequalities in Health.

Table 3: Selected examples of cross-national comparisons of socioeconomic mortality gradients

<table>
<thead>
<tr>
<th>Authors</th>
<th>Socioeconomic factor, disease grouping and countries included</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Occupational class</strong></td>
<td></td>
</tr>
<tr>
<td>Vagero and Lundberg 1989</td>
<td>All-cause mortality, males: England and Wales, and Sweden</td>
</tr>
<tr>
<td>Kunst et al 1998c</td>
<td>All-cause mortality, males: Denmark, Finland, France, England and Wales, Ireland, Italy (Turin), Norway, Portugal, Sweden, Switzerland, Spain</td>
</tr>
<tr>
<td>Kunst et al 1998d</td>
<td>Cause-specific mortality, males: 11 European countries above</td>
</tr>
<tr>
<td>Kunst et al 1999</td>
<td>Ischaemic heart disease mortality, males: 11 European countries above, and the United States</td>
</tr>
<tr>
<td>Kunst et al 1998a</td>
<td>Stroke, males: 11 European countries above, and the United States</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Kunst and Mackenbach 1994b</td>
<td>All-cause mortality, males: Denmark, Finland, France, Great Britain, Italy (Turin), Netherlands, Norway, Sweden, and the United States</td>
</tr>
<tr>
<td>Mackenbach et al 1999</td>
<td>All- and cause-specific mortality, males and females: Czech Republic, Estonia, Finland, Hungary, Italy (Turin), Norway, and United States</td>
</tr>
<tr>
<td>Sihvonen et al 1998</td>
<td>Health expectancy, males and females: Finland and Norway</td>
</tr>
<tr>
<td><strong>Occupational class and education</strong></td>
<td></td>
</tr>
<tr>
<td>Lahelma and Valkonen 1990</td>
<td>All cause-mortality, males and females: Denmark, England and Wales, Finland, Hungary, Norway, and Sweden</td>
</tr>
<tr>
<td>Mackenbach et al 1997</td>
<td>All-cause mortality, males: Denmark, Finland, France, Great Britain, Italy, Norway, Sweden, Switzerland, and Spain</td>
</tr>
</tbody>
</table>

‡ Data from countries in italics were not from linked census–mortality record studies. For these countries, the data was usually from unlinked cross-sectional studies of occupational class mortality gradients. Data from England and Wales, and the United States, were not from linkage of entire census data sets with mortality data, but from the OPCS Longitudinal Study and the NLMS, respectively.
3.4 Non-census cohort studies

Both the above study designs use routinely collected census and mortality data. More commonly in epidemiology, a study base is assembled for a specific purpose. Much useful information on socioeconomic mortality gradients comes from cohort studies principally examining other exposures (eg, cardiac risk factors) where socioeconomic factors were perhaps measured as potential confounders. Non-census cohort studies typically include variables between socioeconomic position and mortality (eg, behavioural factors, physiological measures and psychosocial variables). Thus, these epidemiological studies are particularly important in the search for explanations of how socioeconomic factors ‘get under the skin’ and affect health – the midstream factors in Figure 2.

An extension to the basic cohort study design is to include longitudinal or repeated measures. For example, income could be measured at several stages allowing a ‘life-course’ analysis of the association of income with health (Kuh and Ben-Shlomo 1997). Inclusion of longitudinal data or repeated measures is also feasible with linked record studies (eg, Scandinavian-linked record studies have built up socioeconomic profiles of individuals by linking census to census records, in addition to linking census to mortality records) (see Table 2).

The disadvantages of non-census cohort studies include cost, loss of follow-up, the long period of time between set-up and obtaining results, and (comparatively) few deaths, thus reducing statistical power.

Some non-census cohort studies of socioeconomic mortality gradients of international note include:

- the Whitehall Study I of 18,000 male UK civil servants recruited in 1967–69 (Davey Smith et al 1990; Marmot and Shipley 1996; Marmot et al 1984)
- the West of Scotland collaborative study of 5645 working men aged 35–64 recruited in 1970–73 (Blane et al 1996; Davey Smith et al 1997; Davey Smith et al 1998a; Davey Smith et al 1998b)
- the US Multiple Risk Factor Intervention Trial (MRFIT) of 300,685 white males and 20,224 black males aged 35–57 years recruited in 1973–75 (no personal socioeconomic factor data collected at screening, so median zip code income used) (Davey Smith et al 1996a; Davey Smith et al 1996b)

While not linking census and mortality records, other government sponsored cross-sectional surveys (eg, health and nutrition surveys) have been linked to subsequent mortality data to create a cohort study:

- the US National Health and Nutrition Examination Survey (NHANES) (Feldman et al 1989)
3.5 Ecological and multilevel studies

3.5.1 Ecological studies

An ecological study uses groups of people as the unit of analysis, not individual people as the unit of analysis (Last 1995). Thus the average/summary score for some exposure measured by ecological units is compared to some average occurrence of disease/health measured for the same ecological units. Examples include:

- correlations between sociodemographic indicators and cancer standardised mortality ratios (SMR) by areas in Boston (Jenkins 1983)
- the association of a composite index of socioeconomic position with mortality by neighbourhoods in Philadelphia (Dayal et al 1986)
- the association of percentage car ownership and percentage non-manual occupational class with the SMR by towns in the UK (Pocock et al 1980; Pocock et al 1987; Shaper 1984)
- the association of socioeconomic position with infant mortality by small urban areas in Australia (Turrell and Mengersen 2000)
- the association of social deprivation with premature mortality by regions in England (Eames et al 1993)
- the association of income inequality with mortality by country (Wilkinson 1992)
- the association of income inequality with mortality by states in the US (Kaplan et al 1996; Kennedy et al 1996)
- the association of metropolitan area-level income inequality with mortality by metropolitan areas in the US (Lynch et al 1998)
- the association of income inequality and social capital with mortality by states in the US (Kawachi et al 1997).

The interpretation of ecological studies may be partitioned by level of inference (Diez-Roux 1998):

- inference is to the individual level
- inference is to the ecological level.

In the first variant, an ecological analysis is used to ecologically infer the individual-level association (Beral et al 1979; Norstrom 1988). For example, the association of neighbourhood income with health is assumed to reflect the parallel individual-level association of personal income with personal health.

In the second variant, an ecological analysis is used to measure the effect of ecological-level processes on health. For example, the association of mean income with health at the neighbourhood level may reflect more than just the underlying individual-level association; both one’s personal income and the community’s income may have independent effects on health. An alternative and less ambiguous example of the second variant of inference in ecological studies is the recent ecological studies on the association of income inequality with mortality (Kaplan et al 1996; Kawachi et al 1997; Kennedy et al 1996; Lynch et al 1998; Wilkinson 1992). There is no parallel for income inequality at the individual level, and thus these studies explicitly aim to measure the effect of a contextual or ecological variable on health.
Table 4: Types of fallacy in multilevel research (taken from Diez-Roux 1998)

<table>
<thead>
<tr>
<th>Unit of analysis</th>
<th>Level of inference</th>
<th>Type of fallacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Individual</td>
<td>Ecological</td>
</tr>
<tr>
<td>Individual</td>
<td>Group</td>
<td>Atomistic †</td>
</tr>
<tr>
<td>Individual: relevant group-level variables excluded</td>
<td>Individual</td>
<td>Psychologistic †</td>
</tr>
<tr>
<td>Group: relevant individual-level variables excluded</td>
<td>Group</td>
<td>Sociologistic</td>
</tr>
</tbody>
</table>

† Also called individualistic by some authors.

Each variant of inference (to the individual-level association or the ecological-level association) is prone to error, namely the ecological fallacy (Robinson 1950; Selvin 1958) and the sociologistic fallacy (Riley 1963), respectively (see Table 4). The ecological fallacy arises when both the independent and dependent variables are measured at the ecological level (i.e., an ecological study), the inference is to the individual level (i.e., ecological inference), but that ecological inference is incorrect (Diez-Roux 1998). There are several reasons why an ecological fallacy may arise (Blakely 1996; Greenland 1992; Greenland and Morgenstern 1989; Greenland and Robins 1994; Morgenstern 1995; Morgenstern 1998), including:

- confounding at the ecological level, whereby some characteristic of the ecological units confounds the association of the exposure and outcome of interest independently of any individual-level confounding
- effect modification, whereby the individual-level association of the exposure and outcome of interest varies by ecological unit
- confounding at the individual level within ecological units, whereby some individual-level covariate confounds the association of the exposure and outcome (at the disaggregated individual level) and that covariate varies across ecological units
- model misspecification
- misclassification of variables
- inappropriate standardisation of ecological variables (e.g., ecological outcome is age standardised, but the ecological exposure is not).

On the other hand, when the results of an ecological study are used to infer an ecological-level association, that inference may be incorrect due to a sociologistic fallacy. For example, it would be a sociologistic fallacy to infer that the association of mean neighbourhood income with health was purely a contextual effect, and not explained at all by the parallel association of individual income with personal health.

There is little need nowadays for ecological studies to infer the individual-level association of socioeconomic factors with health – there is ample evidence from other types of studies. However, there is strong interest in determining whether ecological variables (e.g., income inequality and small area deprivation) have any independent effect on health over and above the association of individual-level, socioeconomic factors with health. To avoid a sociologistic fallacy in this latter instance, multilevel studies are required.
3.5.2 Multilevel studies

There is an increasing interest amongst social epidemiologists in how social contexts may shape health status in addition to traditional individual-level risk factors (Krieger 1994; Mackenbach 1995; Pearce 1996; Susser 1994; Susser 1998; Susser and Susser 1996b; Woodward 1996). In particular, many researchers of the socioeconomic determinants of health are beginning to analyse ecological and individual-level socioeconomic factors simultaneously, using a multilevel study design. Thus, an ecological effect (eg, the effect of income inequality on health) can be estimated, while trying to avoid the sociologistic fallacy by including the relevant individual-level covariates.

Multilevel studies are complex – both statistically (Bryk and Radenbush 1992; Burton et al 1998; Goldstein 1995) and with regard to epidemiological issues (defining an ecological effect, and sources of error that may bias any such ecological effect) (Blakely and Woodward 2000b). For example, determining the relevant individual-level covariates to include as confounders (as opposed to mediating variables) is not straightforward (Blakely and Woodward 2000b).

Examples of multilevel studies that examine the association of ecological socioeconomic variables on health, over and above the association of individual-level socioeconomic factors, include:

- the association of neighbourhood socioeconomic position on mortality in the Alameda Study (Haan et al 1987; Yen and Kaplan 1999)
- the association of area-based measures of socioeconomic position with healthy lifestyles (or ‘risk behaviours’) (Duncan et al 1993; Duncan et al 1996; Duncan et al 1998; Duncan et al 1999; Humphreys and Carr-Hill 1991)
- the association of community deprivation with mortality and other health-related life events (Sloggett and Joshi 1994; Sloggett and Joshi 1998)
- the association of area-based measures of socioeconomic position with long-term limiting illness (Shouls et al 1996)
- the association of neighbourhood median income with mortality (Anderson et al 1997)
- the association of neighbour socioeconomic position with coronary heart disease and cardiac risk factors (Diez-Roux et al 1997)
- the association of income inequality with self-rated health in the US (Blakely and Kawachi 2001; Blakely et al 2000a; Blakely et al in press; Kennedy et al 1998; Soobader and LeClere 1999)
- the association of income inequality with mortality (Fiscella and Franks 1997) (Daly et al 1998; Lochner et al 2001)
- the association of social capital with self-rated health in the US (Kawachi et al 1999)
- the association of inequality in political participation with self-rated health in the US (Blakely et al 2001a).
The NZCMS has much potential for multilevel analyses. For example, it will be possible to examine the association of income inequality at the Territorial Authority level on mortality, controlling for personal socioeconomic factors. However, this lies outside the scope of this report. The focus of this work is to describe and present the output of the record linkage, and conduct the key individual-level analyses (eg, the association of individual education with mortality).

4 Sources of error

All epidemiological studies are prone to systematic error; namely, selection bias, confounding and information bias (Rothman and Greenland 1998). These sources of error must be accounted for before causal inference is attempted on the basis of observed associations. A thorough consideration of sources of error in the study of socioeconomic determinant of health is often absent. Appendix B of this report provides a detailed overview of sources of error encountered measuring socioeconomic mortality gradients.

As a brief example here of sources of error, though, consider a finding of a two-fold excess mortality risk among low-income people compared to high-income people. Does this mean that the causal association of income with mortality is of the same magnitude? Almost certainly not, (Blakely and Woodward 2000a) for the following reasons:

- **Confounding.** Some of the association of income with mortality will be confounded by other factors such as education, smoking and so on. (Conversely, it should be noted that controlling for tobacco smoking will to some extent be ‘over-control’ as smoking is on the causal pathway from socioeconomic position to health.)

- **Health selection.** Poor health prior to death will probably reduce one’s earning capacity, and therefore exaggerate the association of low-income with higher mortality. Such a drift selection effect undoubtedly occurs, but most international research suggests it does not cause a large amount of bias. Another form of health selection is differential health selection. This form of health selection normally arises when measuring the association of occupational class with mortality, and the occupational class measure is based on current occupation. As people from lower occupational classes are more likely to be unemployed than people form higher occupational classes, the effect of using current occupation is to underestimated occupational class mortality gradients. (See Appendix B for a more detailed consideration of health selection.)

- **Misclassification bias (or measurement error).** Misclassification bias is a two-edged sword. All variables in empirical research are mismeasured. For the association of one independent variable with a dependent variable (ie, univariate analyses) the usual result is to underestimate the association. This is definitely the case with income and mortality as income is notoriously difficult to measure. On the other hand, mismeasurement of covariates (or confounders) in multivariate analyses will result in residual confounding. The net effect of these two misclassification biases on the observed association of income with health is uncertain.
• **Linkage bias.** In the NZCMS linkage bias is a misclassification bias of the mortality outcome. In most epidemiological studies the outcome is measured reasonably accurately. However, this was not the case in the NZCMS due to an inability to link back approximately a quarter of the mortality records to their census record. Linkage bias (and its consequent effect on observed associations) is a major focus in the NZCMS. A detailed consideration can be found elsewhere (Blakely et al 1999; Blakely et al 2000b) and in Chapter 3 of this report. Extensive sensitivity analyses to adjust for linkage bias are also presented in Appendix C.

• **Selection bias.** Selection bias occurs when the observed association amongst the study population varies to that amongst the target population. As such, this is not a great problem for most variables during univariate analyses on the full cohort in the NZCMS as the sample and target populations being nearly the same – census records and the total New Zealand population. However, most of the analyses in this report are for a restricted cohort of census respondents with non-missing data, and therefore some selection bias is possible. Again, sensitivity analyses about this possibility are presented in Appendix C.
Chapter 2: Methods

Box 2: Overview of Chapter 2

Structure of this chapter
This chapter is structured systematically according to the key tasks of conducting a cohort study:
- Defining the study exposures (in this case socioeconomic factors) and covariates – Section 1.
- Defining the study outcomes (mortality) – Section 2.
- Following-up the cohort over time for the outcome of interest (ie, the record linkage of census and mortality records) – Section 3.
- Analysis of the cohort study data – Section 4.

Exposures and covariates
The study-base was the 1991 census data set. Socioeconomic ‘exposures’ derived from this data set included small area deprivation, education, labour force status, car access, housing tenure and household income. Covariates included age, sex, ethnicity, receipt of a sickness benefit and marital status.

Outcome
Mortality in the three years following census night, for people aged 0–74 years on census night.

Follow-up
The cohort was assembled by anonymously and probabilistically linking 1991 census records to mortality records for 1991–94. Automatch® software was used to conduct the record linkage.

Analysis
First, mortality records that were linked to a census record were compared to those that were not linked to determine the bias in the record linkage by demographic and socioeconomic factors (ie, linkage bias). Stratified analysis and log-linear regression methods were used to measure this bias.

Second, the association of socioeconomic factors measured on the 1991 census (education, small area deprivation, occupational class, housing tenure, car access, and income) with all- and cause-specific mortality were determined. These associations were estimated using logistic regression models within four sub-populations: 25–44 year old males; 45–64 year old males; 25–64 year old females; and 45–64 year old females. Numerous sensitivity analyses were conducted to determine the likely impacts of selection bias, health selection, and linkage bias. Multivariate analyses explored the direct and indirect associations of education, car access, income and labour force status with mortality.
1 Socioeconomic exposures and covariates

The 1991 New Zealand Population Census was used as the study-base. All the independent variables were derived from this census data.

A Census of Population and Dwellings occurs every five years in New Zealand, as mandated under Section 23 of the Statistics Act 1975. Each census undergoes extensive questionnaire development, pre-testing and pilot surveys (Department of Statistics 1992a).

The census in New Zealand has a high response rate – although inevitably some people are missed. The actual undercount and how it varies by demographic groups for the 1991 census (and all previous censuses) is unknown. However, a Post Enumeration Survey (PES) was conducted following the 1996 census (Ewing 1997). It is likely that the results from the 1996 Post Enumeration Survey would approximately apply to the 1991 census. The 1996 PES was a random sample of 25,000 people interviewed two weeks after census night. As the PES ‘used more tightly controlled collection procedures, and more highly trained and experienced field staff’ than the 1996 census itself, the PES was assumed to be a valid tool to estimate the 1996 census undercount (Ewing 1997). Results from the 1996 PES estimated that 1.2% of the New Zealand population were not counted on census night. The estimated undercount also varied by demographic groups:

- 1.4% for males and 1.0% for females
- 1.4%, 2.1%, 0.9%, and 0.6% for 0–14, 15–29, 30–44 and 45+ year olds, respectively
- 2.9%, 3.1%, and 0.8% for Maori, Pacific peoples, and New Zealand Europeans, respectively
- 1.3%, 1.0%, and 0.8% for northern North Island, rest of North Island, and South Island, respectively.

As these undercounts are all small, they are unlikely to cause the census data to be unrepresentative of the total New Zealand population. The age group included for analysis in this report (25–64 year olds) had a less than 1% overall undercount. These undercounts may, however, cause some variation in record linkage success between demographic groups – a small percentage of decedents in 1991 to 1994 would not have completed the 1991 census, and thus fail to have their mortality record linked to their census record.

The general groupings of questions in the 1991 census were:

- activities and voluntary work
- demographics (name and address, sex, age, ethnicity (self-identified and Maori ancestry), country of birth, marital status)
- education
- employment and labour force status
- income and income support
- residence (usual, night of census, five years ago)
- means of travel to work, industry, occupation, and name of employer
- relationship to occupier and living arrangements.

The relevant individual-level socioeconomic variables that could be derived from the 1991 census questionnaire were:

- education
- labour force status
- occupational class
• housing tenure
• car access
• household income.

In addition, small area deprivation was also derived from meshblock geocodes on the census data set. These socioeconomic factors are presented in more detail under subsequent subheadings, followed by the main covariates (sex, age, and ethnic group) and other indicator variables.

1.1 Small area deprivation

The NZDep91 (1991 New Zealand small area deprivation index (Salmond et al. 1998)) was developed using 1991 census data. Approximately 20,000 small areas were formed from about 35,000 meshblocks – meshblocks are Statistics New Zealand's (SNZ) smallest geographic unit, with a median population of about 90. Ten variables (proportions of people/households in the small area) that reflected a lack of something were used to create the index, and reflected seven dimensions of deprivation: income, transport, living space, home ownership, employment, qualifications and support. The factor structure of the first two principal components suggested a single underlying construct of deprivation. The resultant NZDep91 index is the weighted (weights in the first principal component) sum of the ten standardised variables for each small area. The distribution of NZDep91 scores is highly skewed – there is much discrimination among the more deprived small areas, but little discrimination among the least deprived small areas.

Small area deprivation was not directly elicited by the census questionnaire, but by later assigning the NZDep91 score to census records by use of the usual residence meshblock code. Decile and quintile categories of NZDep91 were used in the analysis.

Small area deprivation mortality gradients have already been described in New Zealand (Salmond and Crampton 2000). The purpose of analysing deprivation mortality gradients in the NZCMS was therefore not to report new findings, but to:

• measure bias in the record linkage
• measure possible selection biases in the cohort analyses when the cohort has to be restricted to just those records with complete information
• measure possible health selection effects in the cohort analyses when the cohort has to be restricted to just those respondents in the labour force on census night.

1.2 Education

Educational attainment was elicited with two questions on the 1991 census personal questionnaire. The first (Question 16) was ‘What is your highest school qualification?’, with seven mutually exclusive answers:

• no school qualification
• School Certificate in one or more subjects
• Sixth Form Certificate or University Entrance in one or more subjects
• Higher School Certificate or Higher Leaving Certificate
• University Bursary or Scholarship
• overseas qualification (such as United Kingdom GCE)
• other school qualification (please state).
The second question (Question 17) was ‘What educational or job qualifications have you obtained since leaving school?’, with 11 answer options (multiple selections permitted):

- no qualifications since leaving school
- still at school
- trade certificate or advanced trade certificate
- nursing certificate or diploma
- New Zealand certificate or diploma
- technicians certificate
- teachers certificate or diploma
- university certificate or diploma below Bachelor level
- Bachelors Degree
- postgraduate degree, certificate or diploma
- other qualifications (such as ACA, local polytechnic certificate or diploma) (please state).

From these two questions SNZ derived three separate measures of educational attainment: highest school qualification, tertiary qualifications, and highest gained qualification (ie, highest school or tertiary). Note that the census questions allow a measure of educational attainment, not academic ability or performance.

As many people had no tertiary qualification, the variable ‘tertiary qualifications’ was not suitable for ranking individuals by education in the NZCMS. A selection between highest school qualification and highest gained qualification at both school and tertiary institutes was required. Highest school qualification had some initial appeal in that everyone is exposed to a similar schooling experience. However, a substantial number of people had an overseas school qualification that was unable to be ranked compared to the New Zealand school qualifications. Moreover, while many of the ‘other’ school qualifications would have been equivalent to school certificate, or alternative technical qualifications, the ranking was not clear. An empirical advantage of the ‘highest gained qualification’ variable regarding these two categories was that many people with ‘other’ or ‘overseas’ school qualifications obtained a higher tertiary qualification that was more readily ranked.

A further disadvantage of ‘highest school qualification’, compared to ‘highest gained qualification’, was that the group with no school qualifications was large (45.7% of 25–64 year old males, and 42.4% of 25–64 year old females). This group with no school qualifications was also heterogeneous with regard to subsequent technical and trade training. Thus, the ‘highest gained education’ variable categorised many of those individuals with no school qualification to a trade or technical tertiary qualification, reducing the size of the groups with no qualifications for the ‘highest gained education’ variable (32.3% of 25–64 year old males, and 36.6% of 25–64 year old females).

Finally, the ‘highest gained education’ variable was more comparable to educational attainment variables used in international research.
Table 5: Categories of the highest gained education variable used in the NZCMS

<table>
<thead>
<tr>
<th>Categories</th>
<th>%</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Graduate and postgraduate</td>
<td>7.9</td>
<td>Postgraduate degrees (eg, Masters and PhD) and diplomas, and Bachelors degrees.</td>
</tr>
<tr>
<td>2 Undergraduate, technical, and teaching</td>
<td>13.4</td>
<td>Undergraduate certificates and diplomas, technician certificates, teachers certificate and diploma, nursing certificate and diploma.</td>
</tr>
<tr>
<td>3 Trade certificates, other tertiary</td>
<td>21.4</td>
<td>Trade certificates, other tertiary.</td>
</tr>
<tr>
<td>4 11–12 years of school</td>
<td>8.1</td>
<td>University bursary, university scholarship, higher-school leaving certificate, sixth form certificate, and university entrance.</td>
</tr>
<tr>
<td>5 10 years of school</td>
<td>12.0</td>
<td>School certificate.</td>
</tr>
<tr>
<td>6 Other school qualification</td>
<td>2.7</td>
<td>Other New Zealand school qualification, and overseas school qualification.</td>
</tr>
<tr>
<td>7 Nil</td>
<td>34.5</td>
<td>No qualifications.</td>
</tr>
</tbody>
</table>

Note: Percentages are of the combined 25–64 year old male and female population at their usual residence on census night, where the dwelling was a private dwelling population.

The categories of this educational variable are shown in Table 5. The ordering of the variables is approximately from highest to lowest educational attainment. An underlying assumption in the ranking was that any post-school qualification was higher than any school-based qualification.

1.3 Labour force status

Labour force status was elicited with a sequence of questions on the personal questionnaire. The first screening question (Question 21) was ‘Do you work in a job, business, farm or profession?’, with answers of yes or no. Those answering no were then directed to three further questions:

- ‘Did you look for paid work in the last four weeks?’, with three possible answers:
  - no
  - yes – looked for full-time work (full-time work is 30 or more hours per week)
  - yes – looked for part-time work (part-time work is less than 30 hours per week).

- ‘What methods did you use to look for paid work?’, with five possible answers (multiple answers allowed):
  - looked at job advertisements in newspapers
  - contacted the Department of Labour’s New Zealand Employment Service
  - wrote, phoned or applied in person to an employer
  - contacted friends or relatives for help in finding a job
  - other methods (such as contacted a private employment agency, took steps to set up own business).

- ‘If a job had been available, would you have started last week?’, with answers of yes and no.
On the basis of these three questions, and a question of those in paid work of the number of hours they worked, SNZ assigned all people to one of the seven following categories of labour force status:

1. employed full time
2. employed part time
3. unemployed and actively seeking full-time work
4. unemployed and actively seeking part-time work
5. not working, seeking work but not available for work
6. not working, available for work but not seeking work
7. not working, not seeking work nor available for work.

Several levels of aggregation were used for labour force status in the NZCMS (Figure 4). The highest level was simply to dichotomise the population into categories 1 to 4 and categories 5 to 7 listed above. These two categories are considered by internationally accepted definitions to be the ‘labour force’ and the ‘non-labour force’ (Department of Statistics 1992a). (This report will usually refer to the former as the ‘active labour force’ and the latter as the ‘non-active labour force’ to further reduce the possibility for confusion.) Note that the unemployed were included in the active labour force, not the non-active labour force. At the second level of aggregation, five labour force status groups were identified: full-time employed, part-time employed, and unemployed within the labour force, and ‘seeking or available’ and ‘retired, homemaker, permanently sick, student, etc’ among the non-labour force. The unemployed and ‘seeking or available’ subsumed categories 3 and 4, and 5 and 6 list above, respectively – they were relatively small categories with little reason to differentiate between them. Third, some of the multivariate cohort analyses specifically sought to assess the role of confounding/mediation of the association of unemployment with particular causes of death (eg, suicide). For these specific analyses, three categories of labour force status were used: the unemployed, employed and non-labour force.

Figure 4: Grouping of labour force status used in the NZCMS

Unfortunately, the New Zealand Census does not specifically determine whether people were out of the labour force for health reasons.
1.4 Occupational class

Information about each individual’s occupation was elicited by the questions ‘In your main job: (a) What is your occupation? (b) What tasks or duties do you spend the most time on?’. On the basis of the handwritten answers to these questions, coders within SNZ assigned both a NZSCO68 (1968 New Zealand Standard Classification of Occupations) and NZSCO90 (1990) code to each employed individual. (The 1991 census was a transition year from the 1968 to 1990 NZSCO codes, so both codes were assigned.) Occupational class was assigned to each individual using the NZSCO codes with two different measures of occupational status: the New Zealand Socioeconomic Index (NZSEI) and the Elley-Irving scale.

1.4.1 NZSEI occupational class

The NZSEI was developed using 1991 census data (Davis et al 1997; Davis et al 1999b). The NZSEI is premised on the proposition used by Ganzeboom et al (Ganzeboom et al 1992) in their development of the International Socioeconomic Index of Occupational Status, ‘that there exists a fundamental relationship between cultural capital or resources (education) and access to material rewards (income), and that this relationship is mediated through the occupational structure’ (Davis et al 1997, p.19). Figure 5 below is the path model used in the construction of the NZSEI, with regression coefficients accompanying each arrow. Statistically, one way to fulfil the preceding proposition is to minimise the regression coefficient (B42) directly linking education and income in the path model shown in Figure 5. In effect, this causes the contribution of education (human capital) to income (material rewards) to be channelled as much as possible through occupational socioeconomic position – an indirect causal path. The NZSEI was calculated by an alternating least squares linear regression algorithm that minimised B42. At each iteration, new values of occupational socioeconomic position were assigned to each of the 97 NZSCO90 minor groups. All variables were expressed as standardised continuous variables (‘years of education’ for the education variable). The output of this process was a scaled occupational socioeconomic position score between 10 and 90 for each of the 97 NZSCO90 minor groups.

![Figure 5: Representation of the NZSEI path model](image)

Source: Davis et al, 1997, p.20.

Davis et al (1997) proposed aggregating the NZSCO codes into six occupational classes on the basis of the calculated occupational socioeconomic position score (Table 6 below). Davis et al stated that their division into these six occupational classes was a starting point only – the categorisation has been modified in the NZCMS (Table 6).
Table 6: Alternative classifications of ‘occupational class’ from NZSEI scores

<table>
<thead>
<tr>
<th>Class</th>
<th>Range of NZSEI scores (% of 20–69 year old population 1991 census †)</th>
<th>% of 15–64 year old males by Elley-Irving</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Davis et al, 1997</td>
<td>NZCMS modification</td>
</tr>
<tr>
<td>1</td>
<td>75–90 5.8%</td>
<td>70–90 10.1%</td>
</tr>
<tr>
<td>2</td>
<td>60–75 17.4%</td>
<td>60–70 13.1%</td>
</tr>
<tr>
<td>3</td>
<td>50–60 20.6%</td>
<td>No change</td>
</tr>
<tr>
<td>4</td>
<td>40–50 22.6%</td>
<td>No change</td>
</tr>
<tr>
<td>5</td>
<td>30–40 16.3%</td>
<td>No change</td>
</tr>
<tr>
<td>6</td>
<td>10–30 17.3%</td>
<td>10–30 8.2%*</td>
</tr>
<tr>
<td>Farmers #</td>
<td>-</td>
<td>22.4, 25.1</td>
</tr>
</tbody>
</table>

† Derived from Appendix C of Davis et al (1997), giving similar but not identical results to that shown in Table 3.8 of Davis et al (Davis et al 1997).
‡ Taken from Pearce et al 1991 (Pearce et al 1991).
# NZSCO90 code 611 (market farmers and crop growers) with an NZSEI score of 22.4; NZSCO90 code 612 (market oriented animal producers) with an NZSEI score of 25.1.
* Excluding farmers.

There were three reasons why the modified NZSEI occupational class classification was preferred in the NZCMS. First, close inspection of NZSCO90 codes allocated by Davis et al to occupational class 2 disclosed a bimodal distribution of NZSEI scores – NZSEI scores were either between 60 and 65, or between 70 and 75. Occupations with a score between 60 and 65 were nursing and midwifery professionals, administrative associate professionals, power generating plant operators, protective service workers, railway engine drivers, primary and early childhood teaching, archivists and librarians, safety and health inspectors, special-interest organisation administrators, physical science and engineering technicians, government associate professionals, and general managers. Occupations with a score between 70 and 75 were business professional, architects and engineers, ship and aircraft controllers, and computing professionals. These latter occupations arguably had more in common for socioeconomic position with the occupations with NZSEI scores above 75 (social and related science professionals, secondary teaching, other teaching professionals, tertiary teaching, life science professionals, physicists and chemists, senior government administrators, mathematicians and statisticians, legislators, legal professionals, senior business administrators and health professionals) than the former occupations with a NZSEI score between 60 and 65.

Second, there are problems with ranking the socioeconomic position of farmers that probably argue for the removal of farmers from the ordinal ranking of occupational classes to be considered as a separate ‘special’ group. The NZSCO90 classification has just two minor codes for farmers: NZSCO90 code 611 (market farmers and crop growers) with an NZSEI score of 22.4; NZSCO90 code 612 (market-oriented animal producers) with an NZSEI score of 25.1. Within these two groups, there is no distinction between farm owners, farm managers, farm supervisors, and farm workers, and hence a wide distribution of socioeconomic position (Davis et al 1997). Moreover, farm owners are also self-employed, a group known to have a low declared income compared to similar status occupations in New Zealand (Clemance 1985). Occupational class indices used in Europe commonly separate farmers into a separate occupational class (eg, (Kunst et al 1998c)). As generated by the path model used to develop the NZSEI score (Davis et al 1997), the two farming occupation codes both fell within occupational class 6 and 4. Furthermore,
farmers comprised more than half of the proposed occupational class 6 classified by Davis et al. Such ‘misclassification’ is likely to result in underestimation of adverse health effects for occupational class 6: results for poor self-reported health and smoking prevalence in Figure 6 and Figure 7 demonstrate this effect.

**Figure 6:** Poor self-reported health in the 1992–93 Household Health Survey by NZSEI occupational class, using the classification proposed by Davis et al, but excluding farmers from occupational class 6 in Figure b


**Figure 7:** Smoking prevalence in the 1992–93 Household Health Survey by NZSEI occupational class, using the classification proposed by Davis et al, but excluding farmers from occupational class 6 in Figure b


A similar problem probably also exists for the Armed Forces (Davis et al 1997), but they are relatively few in number (0.6% of employed people), were allocated to a ‘middle’ occupational class (class 3), and so were not separated out. It would be possible to derive NZSEI scores at a lower level of aggregation than the 97 minor occupation groups, that is either for the 260 unit groups, the 563 groups, or some hybrid combination. Such further work may be worthwhile in terms of precision obtained. For example, farmers may be successfully separated and differentiated.
Third, the percentage distribution for the modified classification (excluding farmers) is more symmetric than that proposed by Davis et al, with roughly comparable percentages in occupational class pairs 3 and 4, 2 and 5, and 1 and 6. The percentage of people in occupational class 1 increases from 5.8% to 10.1%, making a more robust comparison group if highest occupational class is used as the reference category. Also, the distribution (excluding occupational farmers) is closer to that for the Elley-Irving scale.

### 1.4.2 Elley-Irving occupational class

The Elley-Irving socioeconomic index was originally developed using 1966 census data, then revised using 1971 census data (Elley and Irving 1976). The Elley-Irving index per se has not been revised since – the NZSEI should be seen as superseding the Elley-Irving. The Elley-Irving index was developed using education and income, but in a more basic manner than the NZSEI. The median educational attainment (school) and income (personal) were simply determined for each specific occupation, standardised to a common scale, and combined to give a summary score. On the basis of this summary score, six occupational classes were formed.

Davis et al (1997, pp.49–50) compared the Elley-Irving and NZSEI occupational classes, having first derived NZSEI scores for NZSCO68 codes (rather than the NZSCO90 codes). While there was an obvious association of the two indices, there was some overlap in the NZSEI scores between each Elley-Irving occupational class – especially in the middle occupational classes. Davis et al suggest that differences may have arisen due to the different underlying statistical models, and changes in the population between the time the scales were derived. In the NZCMS the NZSEI occupational class was derived from NZSCO90 codes and the Elley-Irving from NZSCO68 codes. As the NZSCO90 codes are a skills-based classification, and the NZSCO68 are a task-based classification, this generated another potential discrepancy.

### 1.5 Housing tenure

Housing tenure was measured at the household level, and was elicited on the dwelling questionnaire with the prompt ‘Do the occupants ...’, with options of:

- own this dwelling with a mortgage?
- own this dwelling without a mortgage?
- occupy this dwelling rent free?
- rent or lease this dwelling?

If the last option was selected, the occupier was directed to a further question ‘Who is it rented or leased from?’, with answers of:

- private person
- real estate agency or business organisation
- Housing Corporation
- other government department or corporation, ministry or state owned enterprise
- local authority.
On the basis of these answers, each household in the NZCMS was assigned to one of five categories:

1. owned with a mortgage
2. owned without a mortgage
3. private rental
4. public rental
5. rental, but not further specified.

Those with free tenancy, or with unspecified tenancy, were assigned as missing values.

### 1.6 Car access

Car access is measured at the household level, and was elicited with the question ‘How many motor vehicles are available for private use by persons in this dwelling?’, with answers of none, one, two, three, four, and five or more. The question was on the dwelling questionnaire, completed by the ‘occupier’. Occupiers were instructed not to include motor cycles or scooters. In the NZCMS, the answers were aggregated to three categories: none, one, two or more. Unlike income, the number of cars was not equivalised for the number of occupants.

### 1.7 Equivalised household income

Equivalised total household income was used as the measure of income for each individual in the NZCMS. Thus, each individual in the same household was assigned the same income. The derivation of this variable is justified and described under the following subheadings: household; total household income; equivalisation; and concluding comments.

#### 1.7.1 Household

A household in the 1991 census ‘refers to a group of persons, whether related or not, who live together and who normally consume at least one meal together daily or at least share the same cooking facilities’ (Department of Statistics 1992b). Households were used as the unit for income in the NZCMS, rather than individuals, as:

‘It is within households that income and wealth are pooled, and consumption and savings decisions made. An individual’s standard of living is determined not by their income, but by the resources available as a whole to the household in which that individual lives. Thus in examining differences in the standard of living, the natural unit of study is the household.’ (Statistics New Zealand 1999, p.51)

In the majority of instances (approximately three-quarters) households were comprised of one family. In the remainder of instances households were single person households, or non-family multi-person households. The use of households, as opposed to families, includes a greater proportion of census respondents.
1.7.2 Total household income

Personal income was determined by question 15 on the 1991 census: ‘What will be your total income, including income support, before tax for the year ended 31 March 1991?’, with 13 possible options:
1   Nil income or loss
2   $2500 or less per year
3   $2501 to $5000 per year
4   $5001 to $7500 per year
5   $7501 to $10,000 per year
6   $10,001 to $15,000 per year
7   $15,001 to $20,000 per year
8   $20,001 to $25,000 per year
9   $25,001 to $30,000 per year
10  $30,001 to $40,000 per year
11  $40,001 to $50,000 per year
12  $50,001 to $70,000 per year
13  $70,001 and over per year.

Further instructions on the questionnaire were ‘Include income from all sources’, with prompts of: wages, salary and commission, business or farming income (less expenses), income support, accident compensation weekly payments, interest, dividends, rent, superannuation and pension payments.

A total household income was unable to be calculated by SNZ in three circumstances (Department of Statistics 1992a):

• when there were no persons in the dwelling aged 15 years and over
• when there were persons aged 15 years and over absent from their usual residence on census night, and the combined income of the persons aged 15 years and over present in the dwelling was less than $70,000. (If the combined income of the persons present was greater than $70,000, then regardless of the absent person’s/persons’ income the household had already met the requirements to be in the top household income category)
• when there were persons aged 15 years and over in the dwelling who did not specify their personal income, and the combined income of the remaining persons aged 15 years and over present in the dwelling was less than $70,000.

In the remaining instances, the total household income was calculated by summing the midpoint income for each individual in the household (i.e., $22,500 if category $20,001–$25,000 selected, and $70,001 if top category selected). This total household income was then recategorised to the same 13 categories as the personal income variable.
1.7.3 Equivalisation

There are economies of scale in households. A family of four does not require four times the income of a single person to enjoy the same standard of living, as, for example, rental costs increase marginally rather than directly proportional to the number of people. Equivalisation is a procedure to adjust household incomes such that they are comparable between households of different size and composition. The revised Jensen Index is a commonly used method to equate incomes in New Zealand (Jensen 1988). The Jensen Index assigns equivalences to any combination of adults and children (age less than 18) using the formula:

$$I_{a,c} = \frac{(a + wc)^u}{2^u}$$

where:

- $I_{a,c} =$ income equivalence of a family household of $a$ adults and $c$ children
- $w =$ the weight for a child compared to an adult
- $u =$ the power parameter to be estimated.

Based on a review of a range of international equivalence scales, and the original Jensen Index (Jensen 1978), Jensen selected two anchor points (values of $I_{a,c}$) for the 1988 revised Index (Jensen 1988): 0.65 for a household of one adult and no children, and 1.75 for a household of two adults and four children. With these two anchor points, values were estimated for $w$ (0.73) and $u$ (0.62). Table 7 shows the thus calculated equivalences for any combination of 1–4 adults and 0–6 children. For example, to have an equivalent standard of living as a two adult household with an income of $40,000, a household of two adults and two children needs an income of $56,400.

Table 7: The revised Jensen Index

<table>
<thead>
<tr>
<th>Number of adults</th>
<th>Number of children</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.65</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>1.29</td>
</tr>
<tr>
<td>4</td>
<td>1.54</td>
</tr>
</tbody>
</table>

The revised Jensen Index is not an internationally recognised scale. Perhaps the most commonly used equivalisation procedure internationally (termed the Luxembourg Income Study (LIS) (Atkinson et al 1995) scale here) is simply to divide the household income by the square root of the number of household members (regardless of age). Note that a household income calculated according to the revised Jensen Index is always greater than that calculated according to the LIS scale. For example, a fixed total household income of $40,000 for a two adult household corresponds to an equivalised household income of $40,000 by the Jensen Index, but an equivalised household income of only $28,284 according to the LIS scale. What is important, though, is whether this relative difference between the Jensen Index and LIS scale varies according to household composition. Table 8 shows the ratio of the equivalised household income calculated according to the Jensen Index compared to that according to the LIS scale. Broadly, the relative size of the Jensen to LIS equivalised household income is unchanged with varying numbers of children, but decreases with increasing numbers of adults. Put another way, equivalisation according to the revised Jensen Index ‘assumes’ less economies of scale for each extra adult in the household than does the LIS scale.
Table 8: Ratio of revised Jensen Index to LIS scale equivalised household income

<table>
<thead>
<tr>
<th>Number of adults</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.54</td>
<td>1.55</td>
<td>1.52</td>
<td>1.50</td>
<td>1.47</td>
<td>1.45</td>
<td>1.43</td>
</tr>
<tr>
<td>2</td>
<td>1.41</td>
<td>1.43</td>
<td>1.42</td>
<td>1.41</td>
<td>1.40</td>
<td>1.39</td>
<td>1.38</td>
</tr>
<tr>
<td>3</td>
<td>1.35</td>
<td>1.36</td>
<td>1.36</td>
<td>1.36</td>
<td>1.35</td>
<td>1.34</td>
<td>1.34</td>
</tr>
<tr>
<td>4</td>
<td>1.30</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.30</td>
</tr>
</tbody>
</table>

In the NZCMS, an equivalised household income was calculated by dividing the midpoint of each total household income category by the appropriate value of the revised Jensen Index. For households in the top total household income category ($70,001 and over per year), the ‘mid-point’ was taken as $99,300 based on data from the 1991 Household Economic Survey. When there were more than four adults or more than six children in a household, the value of the Index selected was that for four adults and six children, respectively. When all household members were younger than 18 (but at least one member older than 15), one child was reclassified as an adult.

1.7.4 Concluding comments

As is apparent from the above description, there are a number of possible sources of misclassification. First, the census only uses one question to elicit personal income (rather than multiple questions of salary/wages, interest, dividends, rent, income support, etc), requiring each individual to take a ‘best-guess’ at their total income. Second, the measure is not disposable income (allowing for taxes and transfers), but gross income. Third, midpoints are assigned to income categories at two stages: to personal income categories to calculate total household income, and to household income to calculate the equivalised household income. Fourth, while ‘$70,001 plus per year’ in 1991 was a reasonably high top personal income category, the same may not be true for household income, resulting in some loss of discrimination among high-income households. Finally, there is an inevitable arbitrariness of the selected equivalisation procedure – in this instance, the revised Jensen Index.

1.8 Covariates: sex, age, and ethnicity

1.8.1 Sex

All analyses were conducted separately by sex.

1.8.2 Age

Most analyses were conducted separately for 25–44 year and 45–64 year olds. Within those 20–year age groups, a categorical variable of five-year age groups (eg, 25–29, 30–34, 35–39, and 40–44 years) was included in all analyses.
1.8.3 Ethnicity

The focus of this report was on socioeconomic mortality gradients, not ethnic inequalities in health or the variation in the socioeconomic mortality gradients between ethnic groups. Both are extremely important issues for research, and the NZCMS offers huge potential to unravel some of the overlap between ethnicity and socioeconomic position. Ethnicity and socioeconomic position will be a substantive focus in the NZCMS, but that focus is beyond the scope of this report.

The analyses in this report neither measure ethnic inequalities in mortality in New Zealand, nor measure socioeconomic mortality gradients within ethnic groups.

However, ethnicity is strongly associated with mortality in New Zealand. As the distribution of socioeconomic factors is correlated with ethnicity, and ethnicity is not on the causal chain between socioeconomic position and mortality, ethnicity is a likely confounder of the association of socioeconomic position with mortality (Rothman and Greenland 1998). Accordingly, ethnicity is included as a covariate in all analyses. (Moreover, controlling for ethnicity minimised linkage bias.)

Ethnicity was elicited in the 1991 census with the question ‘Which ethnic group do you belong to?’ (tick the box or boxes which apply to you), with answers of: New Zealand European, New Zealand Maori, Samoan, Cook Island Maori, Tongan, Niuean, Chinese, Indian, and Other (please state). SNZ then derived a hierarchical classification:

- New Zealand Maori ethnic group (New Zealand Maori as one of the self-identified ethnic groups)
- Pacific Island Group (any Pacific Island group as one of the self-identified ethnic groups, but not where the individual also self-identified as New Zealand Maori)
- Non-Maori non-Pacific.

In the NZCMS, those not specifying an ethnic group were classified as non-Maori non-Pacific.

1.9 Other indicator variables

In addition to the socioeconomic exposures and covariates of interest, there were a number of other indicator variables that, for example, allowed an estimation of the likely health selection.

1.9.1 Usual residence

This variable identified all the individuals at their usual residence on census night. As the household socioeconomic exposures can only be derived for individuals at their usual residence on census night, most cohort analyses excluded individuals not at their usual residence on census night.
1.9.2 Dwelling type
This variable identified whether the census night dwelling was a private (eg, separate house, caravan, flat) or non-private dwelling (eg, motel, rest home, hospital, prison). Household socioeconomic exposures were also not available for non-private dwellings, so most cohort analyses excluded non-private dwellings.

1.9.3 Sickness beneficiary
Receipt of income support was elicited on the personal questionnaire, with one possible answer being ‘Sickness or Invalid’s Benefit’. One way to determine the socioeconomic mortality gradient unbiased by health selection is to conduct analyses only upon those individuals that were healthy at the outset of the cohort study. Excluding individuals who received a sickness or invalids benefit allowed a test of possible health selection. However, two opposing biases make this test of uncertain accuracy. First, the sickness benefit is only provided to people below a certain income. This bias would mean that the mortality risk for poor healthy people would be correctly determined, but it would be overestimated for rich healthy people due to residual inclusion of rich sick at the outset. This first bias would cause an underestimate of the socioeconomic mortality gradient. Second, not everyone who is unhealthy (for the purposes of causing a health selection effect) would apply for a sickness benefit. The net effect of these two biases was uncertain.

1.9.4 Hospitalisation before the 1991 census
For the decedents it was possible to determine who had been hospitalised between about 1988 and census night. (Most hospitals began using the NHI number in 1988, allowing death events to be linked to hospital events after than time.) An ideal test of health selection would have been to exclude all members of the cohort with a hospitalisation in the three years up to census night, thus allowing analyses on a relatively healthy population at initiation of the cohort study. However, to do so would require linking all people with a hospitalisation event (not just deaths) to the census – an unrealistic exercise. Thus, analysis in the NZCMS could only determine the difference between including all deaths versus including only deaths where the decedent had not been hospitalised in the three years preceding census night.

2 Mortality outcome
Mortality in the three years following census night (5 March 1991) was determined by linking mortality records to census records (see next section for record linkage methods). The mortality records were obtained from New Zealand Health Information Services (NZHIS). In addition to analyses of the association of socioeconomic factors with all-cause mortality, analyses of the association of socioeconomic factors with cause-specific mortality were also conducted. Groupings of cause of death were based on that in the Global Burden on Disease study (Murray and Lopez 1996), with consideration of modifications proposed by Tobias and Christie (1998), as shown in Table 9.
Table 9: ICD codes for groupings of cause-specific deaths used in the NZCMS

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>ICD codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>140-209</td>
</tr>
<tr>
<td>Colorectal</td>
<td>153-154</td>
</tr>
<tr>
<td>Lung</td>
<td>162</td>
</tr>
<tr>
<td>Breast</td>
<td>174</td>
</tr>
<tr>
<td>Prostate</td>
<td>185</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>410-414, 390-409, 415-459</td>
</tr>
<tr>
<td>IHD</td>
<td>410-414</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>430-438</td>
</tr>
<tr>
<td>Respiratory</td>
<td>470-478, 490-519</td>
</tr>
<tr>
<td>COPD</td>
<td>490-492, 495-496</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td>800-949</td>
</tr>
<tr>
<td>Road traffic crash</td>
<td>810-825</td>
</tr>
<tr>
<td>Other unintentional</td>
<td>800-809, 826-949</td>
</tr>
<tr>
<td>Suicide</td>
<td>950-959, 980-989</td>
</tr>
<tr>
<td>Homicide, intentional injury</td>
<td>960-979, 990-999</td>
</tr>
<tr>
<td>Other</td>
<td>Remaining ICD codes</td>
</tr>
</tbody>
</table>

3 Record linkage

A detailed description of the methods (and results) of the record linkage of mortality and census records can be found in a Technical Report (Blakely et al 1999). Only a summary of the record linkage is included in this chapter, emphasising an epidemiological perspective. In particular, record linkage is presented in terms of a misclassification bias of the mortality outcome.

Record linkage has a language of its own. As such, a glossary of terms is provided on page 253. The first use of each term that appears in this glossary is in bold.

3.1 Probabilistic record linkage methods

Newcombe (1988) and Baldwin et al (1987) provide good basic introductions to probabilistic record linkage methods (Baldwin et al 1987; Newcombe 1988). The method has been used in the United States to link mortality records to the Current Populations Survey database (Rogot et al 1986). In the last decade, Jaro has developed an advanced software package, Automatch®, for probabilistic record linkage (Jaro 1995; MatchWare Technologies 1998). Automatch® was the software package used in this research.
Humans searching two files for the same individual intuitively do two things. First, they look for agreement or disagreement on variables common on both files (matching variables). Second, they assign varying importance to different variables. For example, a match on a social security number (or some other unique identifier) just about guarantees the records in the two separate files are for the same person. But a match on sex adds only a small amount of discriminatory information. Probabilistic record linkage formalises these intuitive processes, using probability ratios and taking advantage of the processing capacity of computers.

The object of record linkage is to find matches between records from two (or more) files, where a match consists of two records from different files for the same person. In the NZCMS, the comparison files were mortality and census records. To achieve this objective, pairs of mortality and census records are compared by the variables common to both files – the matching variables. It is not possible in any record linkage project to determine exactly which comparison pairs are (correct) matches and non-matches. Rather, pairs are categorised as links or non-links. It is intended that the majority (hopefully, the vast majority) of links are matches (true links), and few matches are falsely assigned as non-links (false non-links). A two-by-two table of link/non-link status by match-non-match status is shown in Table 10.

Table 10: Two by two table of link/non-link status by the match/non-match status for comparison pairs in a record linkage project

<table>
<thead>
<tr>
<th></th>
<th>Match</th>
<th>Non-match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link</td>
<td>True links (or true positives)</td>
<td>False links (or false positives)</td>
</tr>
<tr>
<td>Non-link</td>
<td>False non-links (or false negatives)</td>
<td>True non-links (or true negatives)</td>
</tr>
</tbody>
</table>

At the heart of probabilistic record linkage are agreement frequency ratios and disagreement frequency ratios, determined by the \(m\) probabilities and \(u\) probabilities. Consider the variable day of birth (dd), and the value 9. The \(m\) probability is the probability among the linked records that when dd is 9 for one of the records (eg, mortality), dd is also 9 for the record from the other file (eg, census). The linked records are, to the best of one's knowledge, correctly matched. But it is neither necessary that each linked record be a correct match, nor necessary that all correct matches be included among the linked records, for the estimation of \(m\) probabilities to be accurate provided the numbers of false links and false non-links are small. Note that there is a bootstrap problem here – the \(m\) probability is calculated among the linked records, but before a set of linked records can be created in a probabilistic record linkage process we need to have \(m\) probabilities. To get around this problem \(m\) probabilities are initially specified by the operator on the basis of a best guess, and in subsequent iterations of the record linkage the \(m\) probabilities are updated on the basis of the last set of linked records.

The \(u\) probability is similar to the \(m\) probability, except it applies to the non-linked records: the \(u\) probability is the probability among the non-linked records that when dd is 9 for one of the records (eg, mortality), dd is also 9 for the record from the other file (eg, census). That is, the \(u\) probability is the probability that for any random comparison pair the given matching variable agrees. This is closely approximated by the frequency of each specific value of each matching variable in the two files.
Having obtained $m$ and $u$ probabilities, agreement and disagreement frequency ratios (or odds) are next calculated for each possible comparison of matching variables. For example, Table 11 gives frequency ratios for agreement and disagreement on dd. Assume that among the linked records, 95% agree on day of birth – the $m$ probability. (The other 5% would disagree principally as a result of coding errors.) Further, assume among the non-linked records 3% agree on day of birth. This 3% is simply estimated by the inverse of the number of possible values of dd, approximately 1/30. That is, among non-links we expect 3% to agree on dd purely by chance. The agreement frequency ratio of 32 to 1 for an observed match on dd is the odds of [the probability of dd agreeing among links] to [the probability of dd agreeing among non-links]. That is, dd is 32 times more likely to agree among links than among non-links. Conversely, the disagreement odds of dd not agreeing among links versus non-links is 1 to 19.

**Table 11: Example of agreement and disagreement frequency ratios and weights for comparison by the matching variable ‘day of birth’**

<table>
<thead>
<tr>
<th>Comparison outcome</th>
<th>Proportion/ frequency</th>
<th>Frequency ratio</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Links</td>
<td>Non-links</td>
<td></td>
</tr>
<tr>
<td>Agreement</td>
<td>0.95</td>
<td>0.03</td>
<td>32/1 (m/u)</td>
</tr>
<tr>
<td></td>
<td>(m)</td>
<td>(u)</td>
<td></td>
</tr>
<tr>
<td>Disagreement</td>
<td>0.05</td>
<td>0.97</td>
<td>1/19 (1-m/1-u)</td>
</tr>
<tr>
<td></td>
<td>(1-m)</td>
<td>(1-u)</td>
<td></td>
</tr>
</tbody>
</table>

† The divisor, ln(2), transforms the natural logarithm to a base 2 logarithm.

Having determined the frequency ratios for each matching variable (and each value of each matching variable), the next step is to calculate the **combined frequency ratio** for any given comparison pair. The combined frequency ratio is the product of the agreement and disagreement frequency ratios for all matching variables, taking the agreement frequency ratio when the matching variable agrees and the disagreement frequency ratio when it disagrees. But the magnitude of the combined frequency ratio quickly becomes very large (for multiple agreements on the matching variables) or very small (for multiple disagreements), and it is easier to use the **combined weight**. The combined weight is the sum of the **agreement** and **disagreement weights**. The agreement or disagreement weight for each matching variable (or value of the matching variable) is the logarithm to base two of the global (or specific) frequency ratio – the formula is given in Table 11. Using logarithms to base two is not necessary, but was the precedent set by researchers involved in pioneering record linkage in the Oxford Record Linkage Study (Baldwin et al 1987). A convenience of using logarithms to base two is that each increase in the weight by one represents a doubling of the overall odds in favour of the comparison pair being a match. The combined weight is then used to allocate, by means of a cut-off, each possible comparison pair to either a set of highly probable pairs (ie, links) or a set of unlikely pairs (ie, non-links).
An additional, and crucial, step in probabilistic record linkage is the blocking of records. Blocking involves partitioning the records in both files by a common variable, and then only conducting comparisons of records between files within these blocks. For example, two files of 1000 records each could be blocked by age in years, resulting in approximately 10 records in each block in each file. This dramatically reduces the number of comparisons from $1,000,000$ without blocking, to $100 \times 10 \times 10 \times 10 = 10,000$ with blocking by age ($|\text{blocks}| \times |\text{records in each block in first file}| \times |\text{records in each block in second file}|$). Blocking is thus computationally efficient, and (as described subsequently in the Section 3.3) reduces the number of false links.

3.2 Record linkage in the NZCMS

The record linkage in the NZCMS was anonymous (i.e., no names or text address variables were available).

3.2.1 Blocking variables

Five geocodes were extracted from the mortality data (one meshblock code, and four census area units (CAU) codes) that together with the census usual residence meshblock code and CAU code made five possible combinations of blocking variables. These five combinations are shown in Table 12. Meshblocks are the smallest administrative geographic unit in New Zealand, with a median number of 96 people in each meshblock. CAUs are aggregates of meshblocks, containing about 2000 people each.

Table 12: Geocode variables (‘blocking’ variables) used in the record linkage

<table>
<thead>
<tr>
<th>Mortality</th>
<th>Census †</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meshblock (SNZ vials)</td>
<td>Meshblock</td>
<td><em>Mortality data.</em> 90.7% of the mortality records were assigned a meshblock code for their usual residence at time of death, by merging the NZHIS mortality records to the SNZ Vitals file. The SNZ Vitals meshblock was derived from the address on the death registration form.</td>
</tr>
<tr>
<td>Vitals-CAU</td>
<td>CAU</td>
<td><em>Mortality data.</em> The CAU containing the SNZ Vitals File meshblock for the above 90.7% of mortality records. While a meshblock was not able to be assigned to the remaining 9.3% of mortality records, the vast majority were directly assigned a CAU.</td>
</tr>
<tr>
<td>NHI–CAU</td>
<td>CAU</td>
<td><em>Mortality data.</em> The NHI file includes an automatically assigned CAU-code on the basis of the text address entered by hospital clerks that maintain the NHI File. Thus it is an independent source of geocode data to the SNZ Vitals.</td>
</tr>
<tr>
<td>Post–CAU</td>
<td>CAU</td>
<td><em>Mortality data.</em> Some decedents were hospitalised after census night, but before the hospitalisation associated with the death event. By linking the NHI and NMDS files at NZHIS, the ‘post-CAU’ code was derived for the stated usual address at the time of this hospitalisation for some mortality records. The rationale was to obtain a CAU-code for a point in time closer to the census than when the decedent died.</td>
</tr>
<tr>
<td>Pre–CAU</td>
<td>CAU</td>
<td><em>Mortality data.</em> Some decedents were hospitalised between 1988 (when the NHI file was established) and census night. By linking the NHI and NMDS files at NZHIS, the ‘pre-CAU’ code was derived for the stated usual address at the time of the last hospitalisation before census night for some mortality records. The rationale was to obtain a CAU-code for a point in time closer to the census than when the decedent died.</td>
</tr>
</tbody>
</table>

† Census geocodes are for the usual residence address on census night.
The multiple possible geocodes for the mortality data arose due to the existence of a NHI file (National Health Index file; usually entered by hospital clerks), the NMDS Death Event file (National Minimum Data set; built up from the SNZ-Vitals file and the death registration form), and possibly one or more NMDS Health Event files (hospitalisations; entered by hospital clerks) for each decedent. These NHI and NMDS files could be linked together by NZHIS using the NHI number recorded on all files. The benefit from these multiple and independent sources of data for the mortality records was that CAU codes for the usual residence at time of death and points in time closer to census night could be obtained. These multiple CAU codes increased the chance of correctly linking mortality and census records.

Only one meshblock code, however, was available from the mortality data – that on the SNZ Vitals file. NZHIS does not store the meshblock code on the NMDS Death Event file, despite SNZ deriving a meshblock code for the majority of decedents prior to forwarding the data to NZHIS. However, the meshblock derived from the death registration form was easily retrieved. By combining the death registration office, year and number variables a unique identifier was created for each death. Using this unique identifier, the meshblock codes (and Vitals-CAU codes) were transferred from the SNZ Vitals file to the NZHIS mortality data.

3.2.2 Matching variables
The matching variables common to both mortality and census data were sex, ethnic group, country of birth, and date of birth. The latter was disaggregated to day of birth (dd), month of birth (mm), and year of birth (yy). All of these matching variables, except country of birth, were available from both the NMDS Death Event file and the NHI file for each decedent. Thus, the census sex variable could be compared to both the NMDS Death Event file and NHI file sex. The advantage of this double comparison was that if there was a coding error for sex on one of these two mortality files, it was highly unlikely that a coding error would have occurred on both files. These two sources of demographic data for the record linkage therefore increased the discriminatory power of the record linkage process.

3.2.3 Record linkage strategy
The way that these matching and blocking variables were used in the record linkage is described in detail in the Technical Report (Blakely et al 1999). Briefly, the geocodes were used to ‘block’ the two files, and comparisons of records by the personal ‘matching’ variables only occurred when the geocodes agreed. Meshblock, as the variable with the greatest number of values, was used as the blocking variable in the first pass of the record linkage. Subsequent passes used CAU codes as the blocking variable. In all, eight passes were used in the record linkage.
The final record linkage strategy – in particular the cut-offs and clerical review – was a balance of maximising the number of links obtained (maximising sensitivity), but minimising the estimated percentage of false links (maximising positive predictive value). Three methods were available to estimate the positive predictive value – two specifically developed for the NZCMS. They are complex and not presented in this report – instead, they are described in detail in the Technical Report (Blakely et al 1999, pp.42–59). Briefly, two of the methods were used to estimate the number of false positive links in this report: the chance method and the duplicate method. The chance method is essentially a method for estimating the number of exact links that would occur purely by chance, using the $u$ probabilities. The duplicate method uses the number of duplicate pairs (DA pairs; one mortality record linkage to two or more census records) and combinatorial probabilities to estimate the number of false positive links.

For duplicate links, the highest scoring duplicate link was accepted, or if the scores were tied both (or all) links were discarded.

### 3.3 Probabilistic record linkage as (mis)classification of the mortality outcome, and the effect of blocking

In this section, an example is used to illustrate record linkage in terms of a screening test or tool to ascertain the mortality outcome.

Assume there are 3 million census records and 40,000 deaths in the census cohort in the given follow-up period – the approximate numbers in the NZCMS. Further, assume that the mortality records available for record linkage were these same 40,000 deaths. Thus there was a correct census record match for all 40,000 mortality records somewhere in the census file. Assume that 35,000 of these 40,000 mortality records were correctly linked to their census record – the true links. That leaves 5000 false non-links that were missed due to, for example, coding errors on either file. These numbers and the total of 40,000 matches (or death events) are shown in the first column of Table 13. The linked/non-linked status is the *observed* status of each comparison pair, and the match/non-match status is the *actual* status of each comparison pair.

<table>
<thead>
<tr>
<th></th>
<th>Match</th>
<th>Non-match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link</td>
<td>35,000 (true links)</td>
<td>1,200,000 (false links)</td>
</tr>
<tr>
<td>Non-link</td>
<td>5000 (false non-links)</td>
<td>$1.1999876 \times 10^{11}$ (true non-links)</td>
</tr>
<tr>
<td></td>
<td>40,000</td>
<td>$1.1999996 \times 10^{11}$</td>
</tr>
</tbody>
</table>
The total number of possible comparison pairs for these 40,000 mortality records and 3 million census records is $40,000 \times 3,000,000 = 1.2 \times 10^{11}$. Subtracting the 40,000 matches leaves $1.1999996 \times 10^{11}$ non-matches. Assume that the matching variables were as in the NZCMS – dd, mm, yy, sex, ethnicity, country of birth – and that (for simplicity in this example) exact agreement was required on each of these variables. (Probabilistic record linkage allows for some disagreement on some matching variables. See the Technical Report for details of how this was specified in the NZCMS (Blakely et al 1999).) The probability of any randomly selected non-match pair agreeing on all these variables is the product of the $u$ probabilities, in this case approximately $1/30 \times 1/12 \times 1/60 \times 1/2 \times 2/3 \times 2/3 = 0.000001$. (Here, 1/60 is an approximate ‘average’ $u$ probability for yy, and 2/3 is an approximate ‘average’ $u$ probability for ethnicity and country of birth.) Thus, $0.00001 \times 1.1999996 \times 10^{11} = 1,199,999.6$ = 1.2 million of the non-matches would be categorised as links – false links in the top right cell of the two-by-two Table 13.

In total, therefore, there would be 1,235,000 links in this record linkage example – the top row total in Table 6. The percentage of these links that were true links is only 2.8% (35,000/1,235,000), an appallingly low positive predictive value in screening terms that will cause ruinous bias in any cohort study! However, blocking can substantially improve the positive predictive value. Assume that there exists a geocode with 30,000 values that blocks the census and mortality files into blocks containing, on average, 100 census records and 1.33 mortality records in each block (ie, similar to the meshblock used in the NZCMS). With any blocking strategy, the cost is that if the true matches disagree on the blocking variable, that match is missed in the record linkage and becomes a false non-link – a problem known as ‘skipping’. Assume in our example that skipping reduces the number of true links to 30,000 as shown in Table 14. Thus the introduction of a blocking variable reduces the sensitivity of the record linkage in this example from 87.5% (35,000/40,000) to 75% (30,000/40,000).

<table>
<thead>
<tr>
<th></th>
<th>Match</th>
<th>Non-match</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Link</strong></td>
<td>30,000</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>(true links)</td>
<td>(false links)</td>
</tr>
<tr>
<td><strong>Non-link</strong></td>
<td>10,000</td>
<td>3,999,960</td>
</tr>
<tr>
<td></td>
<td>(false non-links)</td>
<td>(true non-links)</td>
</tr>
<tr>
<td></td>
<td>40,000</td>
<td>3,990,000</td>
</tr>
</tbody>
</table>

In addition to the gain in computing efficiency brought about by blocking due to fewer necessary comparisons, there is also a substantive gain in the PPV. In this example, there are now $30,000 \times 1.33 \times 100 = 3,990,000$ possible comparison pairs (ie, [number of blocks] \times [average number of mortality records in each block] \times [average number of census records in each block]). As above, 0.00001 of these comparison pairs will be categorised as links due to a purely chance agreement on the matching variables, ie, $0.00001 \times 3,990,000 = 39.9 = 40$. The PPV now in this example is a very respectable 99.9% (30,000/30,040). The cost of obtaining this improvement in PPV was a drop in sensitivity. Note that the specificity remained unchanged between Tables 13 and 14 ($1.1999796 \times 10^{11}/1.1999996 \times 10^{11} = 3,989,960/3,990,000 = 0.9999$).
This above example is simplistic. For example, in Table 13 there are only 40,000 mortality records yet over 2 million links (ie, each mortality record is linked to 50 census records on average). Further, the above example does not allow for varying block sizes, duplicate links (ie, one mortality (census) record linked to two or more census (mortality) records), and partial disagreements on the matching variables. These issues are considered in detail in the Technical Report (Blakely et al 1999). However, the above example demonstrates:

- how the record linkage process is analogous to a screening test for the mortality outcome
- and how blocking increases the PPV by essentially increasing the prevalence of matches in the population of comparison pairs.

4 Data analysis

The data analysis was in two parts: analysis of the linkage bias, and the cohort analysis.

4.1 Linkage bias

In this section, methods are described which are used to quantify the linkage bias, where linkage bias is defined as the biases by demographic and socioeconomic factors in the proportion of mortality records linked to a census record. (A more detailed description of the methods used in the analysis of linkage bias can be found in the Technical Report (Blakely et al 1999).) A description of linkage bias as a misclassification bias of the mortality outcome in included in Appendix B. It would have been possible to use correction formulas (eg, Copeland et al 1977) to quantify the likely amount of bias of the risk ratios observed in the cohort analyses due to misclassification of the mortality outcome. To do so would first require estimating the sensitivity and specificity of the record linkage for the mortality outcome, including by demographic strata. However, it was simpler, more direct, and probably more accurate, to directly estimate the linkage bias by socioeconomic position (described in the remainder of this section), and then use these estimates to adjust the risk ratios subsequently determined in the cohort analyses. This adjustment constitutes the sensitivity analyses in the NZCMS of the impact of misclassification bias of the mortality outcome on the observed risk ratios in the cohort analyses.

Also, note that the linkage bias was determined by comparing the mortality records linked to a census record to those mortality records unlinked to a census record. As such, the mortality records submitted to the record linkage were the total population of analysis. This population approximates, but would not have been exactly the same as, the actual deaths in the census cohort (see Appendix B).
4.1.1 Univariate and stratified analyses

The variation in the proportion of mortality records linked to a census record was determined by demographic factors (sex, age, ethnic group (NHI file), and time between census night and death) and socioeconomic factors (small area deprivation (NZDep91) and occupational class (NZSEI)). Simple categorical methods were used. Estimates of precision (ie, confidence intervals) are not reported for the univariate and stratified analysis – due to the large sample size most differences are statistically significant, and the size of the difference is of greater importance.

4.1.2 Regression analyses

Regression analyses were conducted to determine the ‘independent’ linkage bias due to socioeconomic factors, controlling for demographic factors. The rationale was that the cohort analyses would be conducted within demographic strata (eg, the association of income and mortality among 45–64 year old females – not the association of income and mortality for all people simultaneously). Thus, the objective was to quantify the residual linkage bias by socioeconomic position within each demographic stratum or group.

Such analyses could be conducted simply by stratification rather than regression modelling, deriving the ‘actual’ linkage rate by strata. However, this approach was limited as:

- the SNZ protocol is that all absolute cell sizes must be random rounded to a multiple of three. Thus the observed percentage linked in small cells would have been inaccurate for sparse strata
- the assigned ethnic group on the mortality data is not equivalent to that on census data (Blakely et al 2001b) – regression modelling to ‘smooth’ out estimates by strata of ethnic group may be preferable to using actual results from health data ethnic group strata
- census records with either a census night dwelling of ‘private hospital’, ‘public hospital’, or ‘rest-home’, or simply a non-private census night dwelling, were excluded from most of the cohort analyses. But it was not possible to conduct an analysis of bias on a similar restricted set of mortality records as the dwelling type was not recorded in the mortality file. Regression modelling to smooth out estimates by strata may, again, be preferable compared to using actual health data stratum.

Consequently, regression modelling was used to quantify the linkage bias by socioeconomic position. Two different regression-modelling strategies were used. The first strategy attempted to quantify the linkage bias by small area deprivation for all mortality records simultaneously and by occupational class for males and females separately. This is the method described in detail and used extensively in the Technical Report (Blakely et al 1999) – it will only be briefly described here. The second strategy involved simply modelling the linkage bias by small area deprivation and occupational class within each of the four demographic groups used for the cohort analyses in this report – 25–44 and 45–64 year old males, and 25–44 and 45–64 year old females.
The justification of the first modelling strategy was to summarise the linkage bias as much as possible, achieving the most stable estimates possible. However, for the purposes of this report having linkage bias results for each of the four demographic groups allowed direct adjustment for linkage bias in the cohort analyses conducted in this report. Hence, both strategies are described and reported in this report here.

The regression analyses used a generalised linear model with a log link (referred to as log-linear hereafter), conducted in SAS version 6.12. The regression model was:

\[
R(x) = \exp(\alpha + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_nx_n)
\]

where:
- \(R(x)\) is the average risk of being linked to census record given covariates \(x\)
- \(x_1, x_2, \ldots, x_n\) are the covariates or interaction products (eg, sex, age group)
- \(\beta_1, \beta_2, \ldots, \beta_n\) are the coefficients
- \(\alpha\) is the intercept.

The log-linear risk models were fitted with a binomial error term, Pearson estimation methods, and quasi-likelihood estimates of the standard error.

A log-linear risk model was preferred over a logistic model, for the following reason. The ‘risk’ of being linked to a census record was comparatively high. Therefore, the odds ratio of linkage for a stratum with, say, 80% linked compared to a stratum with 60% linked \((0.8/0.2)/(0.6/0.4) = 2.67\) is quite different from the risk ratio \((0.8/0.6 = 1.33)\). It is the risk ratio that is of interest, as that will be the ‘adjustment’ required to the observed risk ratios (approximated by the odds ratios from logistic regression) in the cohort analysis.

### 4.1.2.1 Regression analyses for demographic strata combined

Regression analyses to determine the linkage bias due to small area deprivation (NZDep91) were conducted for all deaths combined, and separately by sex for 25–74 year olds for occupational class (NZSEI).

Model selection was conducted by using a combination of prior information, and a backward elimination strategy. Prior information was of two main types. First, the univariate and stratified analyses were used as a starting point to consider likely interaction and confounding. Second, each subsequent log-linear model built on previous models. For example, initial models were developed for the effect of sex, age, and ethnic group on the probability of being linked to a census record. This model was then used as the baseline to examine whether the socioeconomic variable of particular interest (eg, NZDep91 score) had any effect over and above the demographic covariates of sex, age, and ethnic group.
The general backward elimination strategy was as follows. As a first step, all main effects and first order interaction products were included in an initial model. The Wald Type III Chi-Square statistic and p value for each first order interaction product were then inspected. If the p value was statistically significant (p < 0.05) the interaction product was retained in the second step, otherwise the interaction product was discarded. (If three or more main effects were involved in two or more overlapping and statistically significant first order interaction products (eg, [age]×[sex], and [age]×[ethnic group]), then models with second order interaction products were explored.) In the second step, a model was fitted with the statistically significant first order interaction products from the first step, and all main effects. In the final step, the remaining statistically significant first order interaction terms and any main effects not involved in an interaction term were retained. Note that in the second and final step, main effects were retained even if not statistically significant – all main effects modelled (sex, age, ethnic group, time period between census and death, NZDep91 score, and NZSEI occupational class) were either the exposure of interest, or covariates that had strong prior justification for inclusion.

Often, the iterative estimation of the parameters of the log-linear model failed to converge when a number of main effects and their interaction products were included. In these instances, greater use was made of prior information, and exploratory logistic modelling to determine which interaction products to retain.

4.1.2.2 Regression analyses separately within the four sex by age groups

The previous regression strategy assumes that, unless rejected by statistical tests, the linkage bias by socioeconomic factors is homogenous across demographic strata. To complement this statistical approach, log-linear regression models were also conducted within each of the four sex by age groups used in the cohort analyses in this report (ie, 25–44 and 45–64 year old males, and 25–44 and 45–64 year old females). Further, these analyses excluded deaths in the first six months after census night, thus being more representative of the actual follow-up period for the cohort study. The models simply included dummy variables for five-year age groups and ethnicity (Maori, Pacific) as covariates, and a categorical variable for NZDep91 or NZSEI. No interaction terms were modelled as the analysis was already being conducted within groups of age by sex.

4.2 Cohort analyses

The cohort analyses refer to the association of socioeconomic exposures with the mortality outcome among the 25–64 year old 1991 census cohort. Analyses for 0–24 year olds, and 65–74 year olds are beyond the scope of this report.

The main epidemiological effect measure of interest was the risk ratio. The reason for using a risk rather than rate ratio was that the cohort was of short duration follow-up with a relatively rare outcome (death). Therefore an analysis using person–time in the denominator would give essentially the same result as that using counts in the denominator. (Estimating person–time in the NZCMS would also be done with some error – for example, it was not known which individuals completing a census record subsequently emigrated.) Moreover, it would have entailed a large (and probably not feasible) effort to have assembled the necessary data for a person–time analysis.
The cohort study-base was variously restricted for different analyses. Two main cohorts were used for the analyses: the full cohort and the restricted cohort. The full cohort consisted of all New Zealand resident and non-absent census records. (The SNZ census data set is hierarchically organised with individuals within dwellings within meshblocks. Some of the individual records are for people away from their usual residence on census night, with values for sex and age only. These records are called ‘absentee records’. For each absentee record, one assumes that there is another fully completed census record elsewhere in the census data set within another dwelling for the same person. Thus, restricting the census data set to all non-absentee records should, theoretically, include one complete individual record for every person completing a census form.) The restricted cohort excluded those census records with missing data for any one of household income, car access, education, and labour force status. The major reason for a census record being excluded was missing data for household income. To have a valid household income required that all usual residents of the household aged 15 years and older be at home on census night, unless the total income of those adults actually at home on census night exceeded $70,000.

4.2.1 Univariate analyses

The ‘univariate’ association of each socioeconomic exposure (small area deprivation, education, labour force status, occupational class, housing tenure, car access, and household income) with all-cause mortality was determined, separately for 25–44 and 45–64 year old males, and for 25–44 and 45–64 year old females. The main univariate results were presented for the restricted cohort. For each of the univariate analyses, the initial summary results are presented excluding all census records with a linked death in the first six months. That is, a priori, deaths in the first six months are assumed to be most at risk of health selection effects and were therefore excluded.

Results were presented crude using simple categorical analyses, and adjusted for age (five-year age groups) and ethnicity using logistic regression. Logistic regression analyses were conducted in SAS versions 6.12 and 8.0. All independent variables were specified as dummy categorical variables. As the outcome was relatively rare, the odds ratio closely approximated the risk ratio. Consequently, the terms risk ratio and odds ratio are used interchangeably in this report.

4.2.2 Sensitivity analyses of the univariate results

A range of sensitivity analyses were conducted for the univariate results to assess the likely impact of selection bias, health selection and misclassification of the mortality outcome. (The majority of these sensitivity analyses are reported in Appendix C of this report.) Age and sex adjusted logistic regression analyses were used for the majority of all-cause mortality sensitivity analyses. However, crude risk ratios were used for some of the sensitivity analyses (particularly cause-specific mortality analyses) to reduce the number of logistic regression models required. The use of crude data also allowed the use of ‘floating’ risk ratios (ie, whole population risk as reference risk). These floating risk ratios were sometimes easier for the interpretation of trends compared to logistic regression where a greater than expected change in the reference category risk may distort all other odds ratios. At several stages age and sex-adjusted logistic regression analyses were run as checks to ensure that trends emerging from the crude risk ratios and age and sex-adjusted odds ratios were consistent.
4.2.2.1 Selection bias

The census includes nearly all the New Zealand population. (The 1996 Post Enumeration Survey suggested a less than 1% undercount of the 1996 census among 25–64 year olds (Ewing 1997).) However, using the restricted cohort for the univariate (and latter multivariate) analyses may introduce some selection bias. A simple test of selection bias was, therefore, to repeat the univariate analyses where possible for the fullest cohort available for the given socioeconomic factor. For example, nearly the entire full cohort had a non-missing highest qualification.

4.2.2.2 Health selection

Many studies control for health selection effects by discarding the first few years of outcome data – a luxury not available in the NZCMS where deaths were only linked up to three years following the census. Therefore, considerable effort was expended in this report trying to determine how much bias may have arisen due to health selection in the NZCMS. The amount of health selection effect will vary for each socioeconomic measure (and for each health outcome measure). It should be most marked for labour force status, whereby people in poor health move into the non-active labour force. Household income is likely to be affected by health selection effects, but less so than individual income if the unhealthy person in the household is not the only or main income earner. For people older than 25, health selection effects should have no (or very little) effect on gradients in mortality by educational status, as education is by then a (nearly) fixed characteristic. Likewise, one would expect little health selection for gradients of mortality by small area deprivation in the short term.

Several strategies were available to examine the possible impact of health selection.

**Strategy 1: Plot mortality risks over time by level of the given socioeconomic factor**

If health selection effects exist, they would be expected to diminish over time (Fox and Goldblatt 1982; Fox et al 1985). Thus changes in the observed mortality risks were plotted over time for each level of a given socioeconomic factor. Depending on the socioeconomic factor, health selection would predict a convergence or divergence of the mortality risks over time. For example, if the income mortality gradient was biased by drift health selection, then one would expect to see a high mortality risk among low-income people initially, but it would fall over time as those with a low income consequent on their poor health either died or returned to good health. Conversely, the mortality risk among the high-income people would initially be very low as (under the health selection argument) one could only have a high income if in good health. But over time, the mortality risk among those with a high income would increase as some people succumbed to poor health. Thus, under the drift health selection hypothesis, one would expect to see a convergence of mortality risks by strata of income over time among the whole cohort (ie, a funnel plot). Alternatively, if the income mortality gradient was affected by differential health selection, one would expect a divergence over time in the mortality risks by income level among the active labour force. That is, as people from lower socioeconomic groups were supposedly more likely to be forced out of the labour force by poor health than people of higher socioeconomic groups, one would expect to see low mortality risk initially among low-income people in the labour force. But over time, the mortality risk for low-income people in the labour force would rise towards its ‘background’ risk. Conversely, the mortality risk for high-income people would not rise as much over time. Thus, the mortality risk plots by income-level for the labour force
would tend to diverge over time. Given that the NZCMS was a short-duration follow-up study, the plotting of mortality risks over time was only useful for investigating short-term health selection effects.

**Strategy 2: Exclude recipients of sickness benefits**

If *drift* health selection exists, one might expect the income mortality gradient among those people not receiving a sickness benefit (ie, excluding some of the ‘unhealthy’) to be reduced in magnitude. However, as sickness benefits are more likely to be received by poorer people for any given level of sickness (receipt of the benefit was means tested), restricting the cohort to non-recipients of sickness benefits may actually overadjust the income–mortality gradient for drift health selection. Assuming that both education and small area deprivation are unaffected by short-duration health selection drift, the baseline changes were established (ie, the ‘overadjustment changes’) to the education and deprivation mortality gradients after excluding sickness beneficiaries. For evidence that drift health selection was affecting the income mortality gradient, the reduction in the income gradient after excluding sickness beneficiaries had to be substantially larger than that observed for both education and deprivation.

**Strategy 3: Exclude death outcomes that were hospitalised between 1988 and census night**

It was possible to identify all deaths with a hospitalisation between 1988 and 1991 census night, and exclude them from the analyses. The rationale for this exclusion was that deaths among people with no hospitalisation might represent a subset of more ‘acute’ deaths, and thereby include deaths that were less prone to health selection effects on census night. There were four limitations to this approach. First, it would have been preferable to exclude all those census respondents who had been hospitalised in the three years prior to census night, thus restricting the cohort-base – not just restricting the outcomes. However, this would have required linking all hospitalisations for the 1991–94 period to the 1991 census – a massive task with small marginal gain to the NZCMS. Second, and like receipt of a sickness benefit, hospitalisation in the three years prior to census night was an imperfect marker of ill health. Not all people with poor health on census night would have been admitted to a (public) hospital in the preceding three years, and not everyone admitted would have been ill in the sense of being prone to health selection (eg, hospitalisation for injury). Third, and also similar to the receipt of a sickness benefit, hospitalisation for a given disease or health-state probably varies by socioeconomic position. For example, an unwell patient in a hospital’s emergency department may be more likely to be admitted if they do not have good social support at home, and social support may in turn be correlated with socioeconomic position (Berkman and Glass 2000). Moreover, private hospitalisations were not captured, which are also highly correlated with socioeconomic position. Fourth, the likelihood of hospitalisation prior to census night would vary by cause of death.

Nevertheless, excluding pre-hospitalised deaths was still a useful test of health selection. To maximise the validity of this sensitivity analyses, baseline analyses were again conducted for the socioeconomic factors where short-term health selection was assumed not to be important (small area deprivation, and highest qualification). As with receipt of a sickness benefit, for the exclusion of pre-hospitalised deaths for the income analyses to suggest health selection the change in the gradient had to be substantially more than that for the baseline deprivation and education analyses. Finally, greater attention was paid to cause-specific mortality.
4.2.2.3 Misclassification of the mortality outcome

The results from the linkage bias analyses were used to adjust the results from the cohort analyses as a sensitivity analysis for misclassification bias of the mortality outcome. For example, assume that decedents of lower socioeconomic position were 10% less likely to be linked to a census record than decedents of higher socioeconomic position. That is, the risk ratio from the linkage bias would have been 0.90 for the lower compared to the higher socioeconomic position groups. Further, assume that the risk ratio (approximated by the odds ratio) for the association of lower socioeconomic position compared to higher socioeconomic position was measured as 2.0 in the cohort analysis. The adjusted risk ratio would therefore be $2.0/0.9 = 2.22$. Note that the observed risk ratio was an underestimate by 10%, but that the excess risk ratio (ie, RR – 1.0) was underestimated by 18% $(0.22/1.22)$.

4.2.3 Univariate analyses excluding the non-active labour force

Multivariate analyses that control for labour force status were problematic to interpret. Therefore, as a prelude to these multivariate analyses, univariate analyses were conducted that simply excluded the non-active labour force. The difference in effect size (1 minus the odds ratio) for the analyses excluding the non-active labour and the analyses including all labour force categories was then determined. A change in the effect size of a given socioeconomic factor with mortality after excluding the non-active labour force may represent one or more of six processes:

- variation (effect modification) of the association within the active labour force compared to all labour force categories, due to:
  - differential health selection
  - factors other than differential health selection

- controlling for confounding of the association by labour force status, where labour force status is a marker of:
  - health status (ie, drift health selection)
  - factors other than health status

- explaining that component of the association that is mediated by labour force status, where labour force status is a proxy for:
  - health status (ie, health status as an intermediary variable between socioeconomic position and mortality)
  - factors other than health status.

Thus, interpretation of the univariate results excluding the non-active labour force required cross-reference to results for sensitivity analyses of health selection, and results for other socioeconomic factors where one would expect a different balance of these processes to be working.
4.3 Multivariate analyses

Unless stated otherwise, all logistic regression results for the univariate analyses actually adjusted for age and ethnicity. Thus, the use of the term univariate was one of convenience. The term ‘multivariate’ in this report is reserved for those logistic regression analyses that include two or more socioeconomic factors (eg, education and income).

The multivariate models were specified and interpreted as best as possible with reference to the causal model shown in Figure 3, although problems with labour force status limited the full application of this simple framework. All independent variables were specified as dummy categorical variables. Categories were aggregated further compared to those for the univariate analyses to avoid problems with sparse data. The logistic regression models were conducted in SAS version 6.12 and 8.0.

4.3.1 Relative index of inequality

To assist interpretation of the multivariate analyses, relative indices of inequality (RIIs) were calculated for income and education (Mackenbach and Kunst 1997). Conceptually, the RII is the relative risk of mortality for the person with the lowest socioeconomic position compared to the person with the highest socioeconomic position. As such, it assumes that socioeconomic factors simply rank individuals within a society. For example, assume that income was measured as a quintile variable, and that the mortality risk in each quintile (from highest to lowest income) was 0.010, 0.0125, 0.015, 0.0175, and 0.020. That is, the relative risk for people living in the poorest income quintile (0.020) compared to those in the richest income quintile (0.010) was 2.0. This relative risk compares two groups, and is thus essentially a comparison of the average mortality risk about the 10th percentile compared to the 90th percentile of the population. For two reasons, it may be useful to consider the mortality risk for the poorest (zero percentile) compared to the richest (100th percentile):

- intrinsically, it is of interest to estimate the gradient right across the socioeconomic hierarchy, rather than just comparing groups
- often the groupings vary in size between studies. For example, in one study half the population may be in the reference category of education, whereas in another study only 10% of the population may be in the reference category. Thus, comparing the effect measures between these two studies is confounded by differences in group sizes.

Figure 8 below demonstrates how the RII is calculated, using the hypothetical mortality risks given above. The income quintiles are ranked from the highest socioeconomic group to the lowest. Each quintile comprises 20% of the population. Thus, the richest quintile is plotted at 0.1 on the cumulative proportionate distribution of the population (x axis), with a mortality risk of 0.01. The next richest income quintile will have an x-axis value of 0.3 (0.2 for the previous quintile, plus half of the current quintile), and a y-axis value of 0.0125, and so on.
Having plotted these x-y points, the slope and intercept can be calculated. In this simple example, the slope is 0.0125 and the intercept is 0.00875. The RII is then (0.0125 + 0.00875)/0.00875 = 2.43. That is, the poorest person has a mortality risk that is 2.43 times that of the richest person, somewhat more than the relative risk of 2.0 derived from simply comparing the lowest and highest income quintiles.

In this report, RIIs are calculated for age and sex adjusted analyses, and for multivariate analyses. Therefore, odds ratios were used as the y-variable. (Given that mortality was a relatively rare outcome, the odds ratios are directly proportional to the adjusted mortality risks.) Weighted linear regression was conducted of the odds ratios on the midpoints for each income and education group on the cumulative proportion distribution. Weights were the inverse of the variance of the crude mortality risk for each income or education group (ie, p(1-p)/n (Kirkwood 1988), where n was the census count and p the mortality risk/proportion). (A more statistically ‘correct’ way to calculate the RIIs would have been to rerun all the logistic regressions specifying income and education as continuous variables ranging from zero to one.)
Chapter 3: Results - Record Linkage

Box 3: Overview of Chapter 3

Structure of this chapter
A summary of the output from the record linkage process is presented in Section 1, followed by estimates of the sensitivity, specificity and positive predictive value (PPV) of the record linkage (Section 2). A detailed analysis then follows in Section 3 of linkage bias – the difference in probability of a mortality record being linked to a census record by demographic and, most importantly, socioeconomic factors.

Output of record linkage
31,635 of 41,310 mortality records (76.6%) were linked to one of 3,373,896 census records.

Sensitivity, specificity and PPV of the record linkage
The PPV of the record linkage (the percentage of census–mortality links that were true links) was estimated to be approximately 97.5%. Using this overall estimate of the PPV, and the above percentages of mortality records linked, it was possible to estimate the sensitivity (the percentage of census respondents that actually died in the three-year period linked to a mortality record) and the specificity (the percentage of census respondents not actually dying in the three-year period not linked to a mortality record) at approximately 75.9% and 99.98% respectively.

Linkage bias
The percentage of mortality records linked to a census record was lowest for 20–24 year old decedents (49.0%) and highest for 65–69 year old decedents (81.0%). By ethnic group (as given by the NHI mortality file), 63.4%, 57.7%, and 78.6% of Maori, Pacific, and non-Maori non-Pacific, respectively, were linked. There was little difference by sex. 79.3% of deaths within six months of the census were linked compared to 72.8% of deaths 30–35 months after the census.

Controlling for demographic factors in a log-linear regression model among 0–74 year olds combined, decedents from the most deprived decile of small areas were 8% less likely to be linked than decedents from the least deprived decile. Among 25–74 year old males combined, decedents from the lowest occupational class were 6% less likely to be linked than decedents from the highest occupational class. While not satisfying statistical tests for heterogeneity by demographic strata, separate regression models within age (25–44 and 45–64 years) by sex group suggested a greater linkage bias by small area deprivation among males and among 25–44 year olds.
1 Output from the record linkage

1.1 Data flow of mortality and census records

Mortality records were requested from New Zealand Health Information Services (NZHIS), where: deaths occurred between 5 March 1991 and 5 March 1994 inclusive; the decedent would have been 0–74 years on 5 March 1991; and the decedent was a New Zealand resident according to NZHIS information. 42,229 mortality records were thus received.

All but 46 of the NZHIS mortality records were linked to a mortality record on the SNZ Vitals file. 17 NZHIS mortality records were linked to two SNZ Vitals file records. Despite non-New Zealand residents being excluded on the basis of NZHIS domicile codes, the SNZ Vitals file meshblock was coded as ‘overseas usual residence’ for a further 331 cases – they were excluded. One of the 331 overseas residents was for one of the 34 duplicate mortality records ‘created’ from the original 17 NZHIS mortality records. A decision was made to retain the 33 (34 minus 1) remaining duplicate mortality records, in case the true link could be established later. (This was not possible, and all 33 duplicate records were eventually discarded). Thus 41,915 mortality records were submitted to the record linkage (42,229 – 331 + 17).

The record linkage involved submitting the mortality and census files to Automatch®, and deriving three output files:
- linked mortality and census records
- unlinked census records
- unlinked mortality records.

The flow of the mortality and census records is shown in Figure 9 below. MP, DA, and DB pairs are Automatch® terms. A MP pair is a pairing of one census and mortality record, and is the highest weight scoring pair for the given mortality record and the given census record (ie, the most likely true link). Occasionally, a mortality record is linked to two census records above the cut-off. In this case, one pair is termed the MP pair and the other the DA pair (duplicate A pair – census file was specified as the ‘A file’ in Automatch®). The MP pair is the highest weight scoring pair or, if both pairs have the same probabilistic weight score, they are randomly assigned as either a MP or DA pair. It is possible to have more than one DA pair associated with one MP pair (eg, three census records linked to one mortality record). DB pairs are the converse of DA pairs (ie, one census record linked to two or more mortality records). As the number of census records greatly outnumbered the mortality records in the NZCMS, DB pairs were much less common than DA pairs.

The total number of observations in the linked file of the Automatch® output (n=32,308) exceeds the number of either unique mortality records or unique census records due to the presence of DA pairs DB pairs. Subtracting the number of DA pairs (n=426) from the total number of links (n=32,308), and adding the number observations in the residual mortality file (n=10,033) gives 41,915 – the total number of mortality records submitted. A similar calculation can be done to give the total number of census records submitted, but instead subtracting the number of DB pairs (n=6).
Figure 9: Flow diagram of census and mortality records in the record linkage process

1991 census file: ‘A File’
\[ n = 3,373,927 \]

Automatch

\[ n = 41,915 \]

\[ n = 3,341,625 \]
\[ n = 32,308 \]
\( (MP=31,876, DA=426, DB=6) \)

\[ n = 3,341,625 \]
\[ n = 32,275 \]
\( (MP=31,876, DA=395, DB=4; 31 DA and 2 DB pairs lost during extraction) \)

\[ n = 3,341,625 \]
\[ n = 32,250 \]
\( (MP=31,852, DA=394, DB=4; 24 MP and 1 DA pairs include ineligible) \)

Ineligible mortality records removed
\[ n = 9,454 \]
\( (579 ineligible mortality records removed) \)

Duplicate links with equivalent weight split and moved to residual census and mortality files
\[ n = 777 \text{ links involved in duplicate pairs:} \]
- 162 linked pairs retained (one link had higher weight than other duplicate(s))
- 611 census records moved to residual census file
- 221 mortality records moved to residual mortality file

Final files
\[ n = 3,342,261 \]
\[ n = 31,635 \]
\[ n = 9,675 \]

MP, DA, and DB pairs are Automatch® terminology:

MP = Match pair of one census and one mortality record

DA = Duplicate A pair, that is mortality-census pair of records where the mortality record is already involved in another pair (MP pair, or even MP pair and one or more DA pairs) with a higher or equivalent probabilistic weight score.

DB = Duplicate B pair, the reverse of a DA pair.
During the extraction of data from Automatch® to SAS, 31 DA pairs and 2 DB pairs were ‘dropped’. The reason was not determined, and it was not detected until much of the processing of the links had been conducted in SAS. Given the large amount of time and resource that would have been required to re-run the final match-run strategy, and the lack of certainty that the same problem would not recur in any further extraction, these 33 observations were accepted as lost. The overall impact was minor, being 2 out of 41,915 submitted mortality records (0.005%) and 31 of 3,373,927 submitted census records (0.0009%).

The mortality data requested from NZHIS was for people aged 0–74 on census night. However, the data actually included people born up to a year after the census (n=532) – this was detected during the final match-run. Also included (knowingly) in the submitted mortality records were the 33 observations for the 17 NZHIS mortality records with two SNZ Vitals file links, and 38 decedents who actually died on 5 March 1991 (census day). Inspection of records suggested there would be little chance of successfully teasing apart the 17 duplicates. Further investigation also suggested that the likelihood of someone dying on census day having had a census completed by them (or on their behalf) was remote. Therefore, these 603 (532 + 33 + 38) ‘ineligible’ mortality records were removed from the data. Calculations (not presented here) suggested that inclusion of these 603 ineligible records had no effect on the probability of a true link being found for the remaining eligible mortality records. Therefore, there was no justification to repeat the final match-run of the record linkage.

Automatch® does not allow the DA or DB pair(s) and the associated MP pair to all be discarded together – instead one link has to be accepted as the correct MP pair. For DA and DB pairs with an equivalent weight to the associated MP pair, the DA and DB pair(s) and the MP pair were to be discarded. (An equivalent weight for two census records linked to one mortality record meant that there was no better than a 50:50 odds of selecting the true link, so both were discarded to maintain a high positive predictive value of the record linkage.) This discarding had to be conducted in SAS. 777 linked pairs were involved in a MP/DA or MP/DB association. 162 MP pairs had a higher match weight than the associated DA or DB pair(s), and were therefore retained as the ‘best link’. The remaining 615 links were separated into 611 unique census records, and 221 unique mortality records.

The final size of the linked file was 31,635, and included links from all eight passes of the final match-run strategy. (The eight passes are summarised in the following section.) The sum of the linked file and residual census file records was 3,373,896, or 31 less than the original census file size due to the loss of 31 DA pairs during extraction from Automatch®. The sum of the linked file and residual mortality file records was 41,310, or two less than the number of eligible mortality records due to the loss of 2 DB pairs during extraction from Automatch®.

Forty-eight of the linked mortality and census records had a date of birth on the census data that made them older than 74 on census night. (As the record linkage was probabilistic, it was possible to form links when one variable (eg, year of birth) did not agree exactly.) These 48 links were retained in the linkage bias analyses as:

- the linkage bias analyses used mortality record data only
- the exclusion criteria would, obviously, not be applicable to those mortality records unlinked to a census record.
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Age on census night according to census data was, however, used to determine subsequent inclusion in cohort analyses by age.

1.2 Record linkage strategy

The previous section presented a summary of the data flow in the record linkage. This section details the underlying record linkage strategy. The matching and blocking variables used in that strategy were described in Methods (Chapter 2). The determination of the best order of passes (each pass is a separate configuration of blocking and matching variables), cut-off weights, and the like is detailed in the Technical Report (Blakely et al 1999). In this section only a summary of the final record linkage strategy is presented.

The final match-run strategy, and number of links by pass, is presented in Table 15. The majority of the linked mortality records were identified on the first meshblock pass (25,311, or 61.27% of the total 41,312 eligible mortality records). For all eight passes, 76.6% of mortality records were linked to a census record. The first five passes were fully automated, whereas the last three passes required clerical review.

Table 15: Final match-run strategy

<table>
<thead>
<tr>
<th>Pass number and blocking variable(s)</th>
<th>Links (% of eligible mortality records) †</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meshblock</td>
<td>25,311</td>
</tr>
<tr>
<td>Vitals-CAU, and month of birth</td>
<td>3473</td>
</tr>
<tr>
<td>Post-CAU, and month of birth</td>
<td>1117</td>
</tr>
<tr>
<td>Pre-CAU, and month of birth</td>
<td>340</td>
</tr>
<tr>
<td>NHI-CAU, and month of birth</td>
<td>416</td>
</tr>
<tr>
<td>Meshblock</td>
<td>429</td>
</tr>
<tr>
<td>Meshblock</td>
<td>91</td>
</tr>
<tr>
<td>Vitals-CAU and month of birth</td>
<td>458</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>31,635</strong></td>
</tr>
</tbody>
</table>

The source of the blocking variable for mortality records varies: meshblock = the meshblock from the SNZ Vitals file; Vitals-CAU = the CAU from the SNZ Vitals file; post-CAU = the CAU from the NMDS file for the health event (if any) immediately after the 1991 census; pre-CAU = the CAU from the NMDS file for the health event (if any) immediately before the 1991 census; NHI-CAU = the CAU from the NHI file.

† Links here are those remaining after full data cleaning as depicted in Figure 9.

The percentage of mortality records linked to a census record varied by broad grouping of death as shown in Figure 10.
Figure 10: Percentage of mortality records linked by cause of death

![Bar chart showing percentage of mortality records linked by cause of death](chart.png)

<table>
<thead>
<tr>
<th>Cause of death</th>
<th>Mortality records linked</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>81.0%</td>
</tr>
<tr>
<td>CVD/Respiratory</td>
<td>78.5%</td>
</tr>
<tr>
<td>Infection</td>
<td>66.6%</td>
</tr>
<tr>
<td>Injury</td>
<td>60.9%</td>
</tr>
<tr>
<td>Other</td>
<td>72.6%</td>
</tr>
<tr>
<td>All causes</td>
<td>76.6%</td>
</tr>
</tbody>
</table>

2 Estimates of the sensitivity, specificity, and PPV of the linkage overall

The estimated positive predictive value (PPV) and number of false positives for the first five passes are shown in Table 16. Two methods were used to estimate the positive predictive value: the chance method and the duplicate method. (The two methods are described briefly in Chapter 2 of this report, and in detail in the Technical Report (Blakely et al 1999).)

The overall PPV for the first five passes was estimated to be 97.8% by the chance method, and 98.1% by the duplicate method. The close agreement between the chance and duplicate method allows some confidence in the robustness and accuracy of both methods. It was not possible to estimate the PPV directly for the last three clerical review passes, but it was probably in the range of 80% to 90% based on work undertaken in the development of the clerical review rules. Assuming it was 85% for these three final passes, then the PPV for all eight passes combined was about 97.3% to 97.7%.

For practical purposes of comparison, the eight passes can be divided into three groups:
- very high PPV (greater than 99.5%; pass 1; 80.0% of all linked mortality records)
- high PPV (approximately 90%; pass 2–5; 16.9% of all linked mortality records)
- moderate PPV (80–90%; passes 6–8; 3.1% of all linked mortality records).
Table 16: Positive predictive value (PPV) and expected number of false positives (E[FP]) for passes 1 to 5 of the final match-run

<table>
<thead>
<tr>
<th>Pass</th>
<th>Link pairs</th>
<th>Chance method</th>
<th>Duplicate method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>E[FP]</td>
</tr>
<tr>
<td>1</td>
<td>Meshblock, weight &gt; 30.0</td>
<td>23,000</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Meshblock, weight &lt; 30.0</td>
<td>2311</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Vitals-CAU</td>
<td>3473</td>
<td>365</td>
</tr>
<tr>
<td>3</td>
<td>Post-CAU</td>
<td>1117</td>
<td>130</td>
</tr>
<tr>
<td>4</td>
<td>pre-CAU</td>
<td>340</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>NHI-CAU</td>
<td>416</td>
<td>81</td>
</tr>
<tr>
<td>Total</td>
<td>30,657</td>
<td>687</td>
<td>97.8%</td>
</tr>
</tbody>
</table>

† The chance method can only be used when the majority of links above the weight cut-off are exact links. This did not apply to Pass 1 below a weight cut-off of 30.
‡ The chance method total includes the 37 estimated false positives by the duplicate method below the exact cut-off (30.0) for pass 1 to allow comparability.

The number of false negative links is approximated by the 9677 mortality records not linked to a census record (23.4% of all mortality records). However, this will not be the exact number of missed matches as:

- some decedents would not have been in New Zealand on 1991 census night
- some decedents would not have completed the census despite being in New Zealand on 1991 census night (perhaps 1–2% using the 1996 PES results – see page 20)
- 221 mortality records were linked to a census record, but were rejected as there was a duplicate link with the same weight. (If two census records were linked to one mortality record with the same weight score, then there was no better than a 50% chance of selecting the true link, so both were rejected.).

Taking the above into account, and the fact that 48 linked deaths were not among the 0–74 year old cohort (see page 191), it seemed reasonable to conclude that among the 0–74 year old cohort:

- about 2.5% (ie, 1 – PPV) of the linked census and mortality records were false links (ie, n = 2.5% × (31,635 – 48) = 790)
- about 97.5% (ie, PPV) of the linked census and mortality records were true links (ie, n = 97.5% × (31,635 – 48) = 30,797)
- about 2.5% (ie, a best guess) of the mortality records (n = 2.5% × 41,310 = 1033) might have been for decedents that had not completed a census record due to being absent from the country, simply failed to complete the census, or who were actually recorded with an age of greater than 74 years on the census.
- the residual mortality records (n = 8690, or 20.5% of the mortality records) actually had a true link somewhere in the census data set, but were either discarded due to being a duplicate (n = 221) or were simply missed by the record linkage. Further, there would be some mortality records with the age greater than 74 years on census night (and hence not obtained from NZHIS), but for whom their census-recorded age was less than 75 years – assume there were 100 such mortality records. Further, there would have been some census respondents who emigrated
and subsequently died overseas – assume there were 800 such deaths in the census cohort. Finally, all but approximately 2.5% (failure to complete census) of the mortality records involved in a false link \((n = 97.5\% \times 790 = 770)\) would have actually had a true census link somewhere else on the census file. Thus, from the perspective of the census cohort, this means that about 10,360 \((8690 + 100 + 800 + 770)\) census respondents might actually have died in the three-year follow-up, but were not detected (ie, false negative links).

### Table 17: Best estimate of the two by two table of link/ non-link status by vital status for the total 1991 census cohort

<table>
<thead>
<tr>
<th>Output from record linkage</th>
<th>True vital status at the end of follow-up</th>
<th>Died</th>
<th>Alive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linked</td>
<td>30,797</td>
<td>970</td>
<td>31,587</td>
</tr>
<tr>
<td>Unlinked</td>
<td>10,360</td>
<td>3,178,223</td>
<td>3,188,583</td>
</tr>
<tr>
<td></td>
<td>41,157</td>
<td>3,179,013</td>
<td>3,220,170</td>
</tr>
</tbody>
</table>

Taking these best estimates, the above two-by-two table of the likely true vital status of the 0–74 year old census cohort by their linkage status was constructed (Table 17). From this ‘best estimate’ table, the classification of the mortality outcome by the record linkage in the 1991 census cohort overall was estimated to have the following parameters:

- a sensitivity of 74.8\% \((30,797/41,157)\) – little different from the 76.6\% figure from simply dividing the number of mortality records linked by the number of mortality records submitted
- a specificity of 99.975\%
- and a PPV of 97.5\% – as specified.

### 3 Linkage bias

The results of comparing linked with unlinked mortality records are presented for time elapsed following census, demographic variables, and finally the socioeconomic factors available on the mortality data (small area deprivation and occupational class). A detailed comparison of the mortality record linked to those not linked is provided in the Technical Report (Blakely et al 1999).

#### 3.1 Time following census

The percentage of mortality records linked declined steadily with increasing time between census night and death: 79.3\% of deaths within six months of the census were linked compared to 72.8\% of deaths 30-35 months after the census. This decline was greatest for 15–24 year olds (63.0\% to 49.0\%), and least for 65–74 year olds (82.1\% to 77.9\%) – see Figure 11.
Figure 11: Percentage of mortality records linked to a census record by six-month period following the 1991 census by age group

- Age group in years: 0-14, 15-24, 25-44, 45-64, 65-74
- Mortality records linked: 0-5 mths, 6-11 mths, 12-17 mths, 18-23 mths, 24-29 mths, 30-35 mths
3.2 Sex, age and ethnic group

The percentage of mortality records linked to a census record for each strata of sex by age by ethnic group is shown in Table 18.

Table 18: Percentage of 41,310 mortality records linked to a 1991 census record for deaths occurring during 1991-94, by sex, age, and ethnic group

<table>
<thead>
<tr>
<th>Sex</th>
<th>% linked</th>
<th>Age group</th>
<th>% linked</th>
<th>Ethnic group</th>
<th>N †</th>
<th>% linked</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>75.7%</td>
<td>0–14</td>
<td>68.7%</td>
<td>Maori</td>
<td>90</td>
<td>57.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>36</td>
<td>71.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>372</td>
<td>71.4%</td>
</tr>
<tr>
<td></td>
<td>52.1%</td>
<td>15–24</td>
<td></td>
<td>Maori</td>
<td>198</td>
<td>49.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>39</td>
<td>44.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>1098</td>
<td>53.0%</td>
</tr>
<tr>
<td></td>
<td>61.3%</td>
<td>25–44</td>
<td></td>
<td>Maori</td>
<td>423</td>
<td>54.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>99</td>
<td>48.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>2145</td>
<td>63.4%</td>
</tr>
<tr>
<td></td>
<td>76.8%</td>
<td>45–64</td>
<td></td>
<td>Maori</td>
<td>1110</td>
<td>66.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>264</td>
<td>63.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>7788</td>
<td>78.7%</td>
</tr>
<tr>
<td></td>
<td>81.3%</td>
<td>65–74</td>
<td></td>
<td>Maori</td>
<td>588</td>
<td>62.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>159</td>
<td>54.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>10809</td>
<td>82.7%</td>
</tr>
<tr>
<td>Female</td>
<td>77.9%</td>
<td>0–14</td>
<td>69.7%</td>
<td>Maori</td>
<td>69</td>
<td>60.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>21</td>
<td>70.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>246</td>
<td>72.1%</td>
</tr>
<tr>
<td></td>
<td>58.8%</td>
<td>15–24</td>
<td></td>
<td>Maori</td>
<td>69</td>
<td>56.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>18</td>
<td>58.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>345</td>
<td>59.3%</td>
</tr>
<tr>
<td></td>
<td>71.6%</td>
<td>25–44</td>
<td></td>
<td>Maori</td>
<td>267</td>
<td>65.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>84</td>
<td>60.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>1188</td>
<td>73.8%</td>
</tr>
<tr>
<td></td>
<td>79.0%</td>
<td>45–64</td>
<td></td>
<td>Maori</td>
<td>927</td>
<td>70.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>174</td>
<td>49.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>4656</td>
<td>81.9%</td>
</tr>
<tr>
<td></td>
<td>79.7%</td>
<td>65–74</td>
<td></td>
<td>Maori</td>
<td>462</td>
<td>61.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pacific</td>
<td>111</td>
<td>66.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Non-Maori non-Pacific</td>
<td>7452</td>
<td>81.1%</td>
</tr>
</tbody>
</table>

† Number of submitted mortality records in each sex by age by ethnic group strata, random rounded to the nearest multiple of 3 as per SNZ protocol.
Overall, females had modestly increased linkage success (77.9%) compared to males (75.7%). The linkage success by five-year age group is shown in Figure 12. Together, sex and age interacted as predictors of linkage such that 15–44 year old male decedents were less likely to be linked than 15–44 year female decedents, whereas there was little difference by sex for other age groups (Table 18).

**Figure 12:** Percentage of mortality records linked by five-year age group

![Figure 12: Percentage of mortality records linked by five-year age group](image)

**Figure 13:** Percentage of mortality records linked to a census record by age group by ethnic group

![Figure 13: Percentage of mortality records linked to a census record by age group by ethnic group](image)
The record linkage varied by ethnic group stated on the mortality data (NHI ethnicity): 63.4% of 4204 Maori, 57.7% of 1009 Pacific, 78.5% of 34,610 non-Maori, non-Pacific, and 81.9% of 1487 decedents with no specified ethnic group were linked. Age group and ethnic group also interacted as predictors of record linkage – the difference in linkage success for Maori and Pacific decedents compared to all other decedents was greatest among the older age groups (Figure 13).

The record linkage success varied by cause of death as shown in Figure 10. Figure 14 below shows that this variation in linkage rates by cause of death was partly due to age. For example, the discrepancy between the percentage of injury and other deaths linked is less within age groups than for the total population. Perhaps a third to half of the discrepancy in linkage rates by cause of death is explained by age group.

**Figure 14:** Percentage of mortality records linked to a census record by cause of death by age group

![Graph showing percentage of mortality records linked to a census record by cause of death by age group](image)

### 3.3 Linkage bias by socioeconomic position

#### 3.3.1 Small area deprivation

36,927 (89.4%) of the mortality records could be assigned a NZDep91 score. (9.3% of mortality records had only a CAU on the SNZ Vitals file, and therefore could not be assigned a NZDep91 score. A further 1.3% of mortality records had a meshblock code with no assigned NZDep91 score (eg, remote communities). Table 19 shows the risk ratios for linkage by NZDep91 decile, compared to the least deprived decile of small areas, for a log-linear model including all mortality records and interaction terms of age, sex, and ethnicity. There was little difference between deciles 2–9 and decile 1 (the least deprived or highest socioeconomic position decile) for all cause mortality (risk ratios all 0.96 or above), but the risk ratio was 0.92 for decile 10. A similar pattern was evident for cancer, ischaemic heart disease, and unintentional injury (Table 19).
Table 19: Risk ratios (95% CI) by NZDep91 decile for the proportion of mortality records linked by cause of death, controlling for sex, age, and ethnic group †

<table>
<thead>
<tr>
<th>NZDep91 decile</th>
<th>All causes (n=36,927; 0–74 years)</th>
<th>Cancer (n=12,389; 25–74 years)</th>
<th>IHD (n=8999; 25–74 years)</th>
<th>Unintentional injury (n=2241; 0–74 years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ‡</td>
<td>1.00 (1.00–1.00)</td>
<td>1.00 (1.00–1.00)</td>
<td>1.00 (1.00–1.00)</td>
<td>1.00 (1.00–1.00)</td>
</tr>
<tr>
<td>2</td>
<td>0.98 (0.96–1.01)</td>
<td>1.00 (0.96–1.03)</td>
<td>0.99 (0.95–1.03)</td>
<td>1.00 (0.89–1.13)</td>
</tr>
<tr>
<td>3</td>
<td>0.98 (0.96–1.01)</td>
<td>1.00 (0.96–1.03)</td>
<td>0.97 (0.93–1.01)</td>
<td>0.85 (0.73–0.98)</td>
</tr>
<tr>
<td>4</td>
<td>0.98 (0.95–1.00)</td>
<td>0.98 (0.95–1.01)</td>
<td>0.96 (0.92–1.00)</td>
<td>0.91 (0.80–1.03)</td>
</tr>
<tr>
<td>5</td>
<td>0.98 (0.96–1.00)</td>
<td>0.97 (0.94–1.01)</td>
<td>0.96 (0.92–1.00)</td>
<td>0.92 (0.81–1.05)</td>
</tr>
<tr>
<td>6</td>
<td>0.97 (0.95–1.00)</td>
<td>1.00 (0.97–1.03)</td>
<td>0.93 (0.89–0.97)</td>
<td>0.98 (0.88–1.10)</td>
</tr>
<tr>
<td>7</td>
<td>0.96 (0.94–0.98)</td>
<td>0.98 (0.95–1.01)</td>
<td>0.95 (0.91–0.99)</td>
<td>0.90 (0.79–1.02)</td>
</tr>
<tr>
<td>8</td>
<td>0.96 (0.94–0.98)</td>
<td>0.96 (0.95–1.01)</td>
<td>0.93 (0.89–0.97)</td>
<td>0.90 (0.79–1.01)</td>
</tr>
<tr>
<td>9</td>
<td>0.96 (0.94–0.98)</td>
<td>0.97 (0.94–1.00)</td>
<td>0.94 (0.90–0.98)</td>
<td>0.86 (0.76–0.98)</td>
</tr>
<tr>
<td>10</td>
<td>0.92 (0.90–0.94)</td>
<td>0.94 (0.90–0.98)</td>
<td>0.90 (0.87–0.94)</td>
<td>0.86 (0.76–0.98)</td>
</tr>
</tbody>
</table>

† The risk ratios are from a log-linear model with the interaction products [age group * ethnic group] and [sex * age], in addition to the main effect [NZDep91].
‡ Reference category, and least deprived decile.

The above are summary estimates of the linkage bias by small area deprivation for 0–74 year olds combined. While there was no statistically significant evidence (p less than 0.05) for heterogeneity in the linkage bias by NZDep91 by demographic groups, for the purposes of direct use in sensitivity analyses in this report separate regression models were conducted within the four sex by age groups used in the cohort analyses, and with deaths in the first six months excluded. As shown in Table 20, the results by sex and age group are not greatly different from the combined result shown in the first column of Table 19, although there was some suggestion that the linkage bias by small area deprivation was greater among 25–44 year olds and greater among males. Note that, as with the combined analyses, the greatest drop-off in linkage success tended to be for decedents in the most deprived decile.
Table 20: Risk ratios (95% CI) by NZDep91 decile for the proportion of mortality records (all-cause deaths) linked for regression models conducted separately by age and sex, excluding deaths in first six months after census night †

<table>
<thead>
<tr>
<th>NZDep91 decile</th>
<th>Males</th>
<th></th>
<th>Females</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25–44 years (n=1926)</td>
<td>45–64 years (n=6846)</td>
<td>25–44 years (n=1125)</td>
<td>45–64 years (n=4371)</td>
</tr>
<tr>
<td>1 ‡</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>1.08 (0.93–1.25)</td>
<td>0.98 (0.92–1.03)</td>
<td>0.97 (0.84–1.12)</td>
<td>1.04 (0.98–1.11)</td>
</tr>
<tr>
<td>3</td>
<td>0.99 (0.84–1.17)</td>
<td>0.99 (0.94–1.05)</td>
<td>1.01 (0.87–1.17)</td>
<td>0.98 (0.92–1.05)</td>
</tr>
<tr>
<td>4</td>
<td>0.96 (0.81–1.12)</td>
<td>0.99 (0.94–1.04)</td>
<td>0.91 (0.77–1.07)</td>
<td>0.99 (0.92–1.05)</td>
</tr>
<tr>
<td>5</td>
<td>0.96 (0.82–1.13)</td>
<td>0.95 (0.90–1.01)</td>
<td>0.95 (0.81–1.10)</td>
<td>1.00 (0.94–1.07)</td>
</tr>
<tr>
<td>6</td>
<td>0.95 (0.81–1.10)</td>
<td>0.95 (0.90–1.01)</td>
<td>1.02 (0.89–1.18)</td>
<td>1.03 (0.97–1.10)</td>
</tr>
<tr>
<td>7</td>
<td>0.93 (0.80–1.09)</td>
<td>0.96 (0.91–1.01)</td>
<td>0.97 (0.84–1.13)</td>
<td>0.94 (0.88–1.00)</td>
</tr>
<tr>
<td>8</td>
<td>0.97 (0.83–1.12)</td>
<td>0.96 (0.91–1.01)</td>
<td>0.93 (0.80–1.07)</td>
<td>0.98 (0.92–1.05)</td>
</tr>
<tr>
<td>9</td>
<td>0.96 (0.83–1.11)</td>
<td>0.96 (0.91–1.01)</td>
<td>0.90 (0.78–1.05)</td>
<td>0.98 (0.93–1.05)</td>
</tr>
<tr>
<td>10</td>
<td>0.87 (0.74–1.01)</td>
<td>0.89 (0.84–0.94)</td>
<td>0.91 (0.79–1.05)</td>
<td>0.96 (0.90–1.02)</td>
</tr>
</tbody>
</table>

† The risk ratios are from a log-linear model with dummy variables for age in five-year groups, and dummy variables for Maori and Pacific.
‡ Reference category, and least deprived decile.

Finally, cause-specific associations of NZDep91 (and other socioeconomic factors) with mortality are reported in this report by sex, but for 25–64 year olds combined. For sensitivity analyses about these later cohort analyses, separate regression models of linkage bias were conducted by sex for four broad causes of death: cancer, cardiovascular disease, unintentional injury, and suicide. (Smaller aggregate levels of cause of death were not considered due to small numbers.) Results are shown in Table 21. There was a suggestion of greater linkage bias by NZDep91 among male injury and suicide deaths.
Table 21:  Risk ratios (95% CI) by NZDep91 quintile for the proportion of mortality records (cause-specific deaths) linked among 25–64 year olds combined, by sex, and excluding deaths in first six months after census night

<table>
<thead>
<tr>
<th>NZDep91 quintile</th>
<th>Cancer (n=2859)</th>
<th>CVD (n=3402)</th>
<th>Injury (n=657)</th>
<th>Suicide (n=480)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males ‡</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>1.00 (0.94-1.06)</td>
<td>0.99 (0.94-1.05)</td>
<td>0.97 (0.79-1.18)</td>
<td>0.99 (0.81-1.21)</td>
</tr>
<tr>
<td>2</td>
<td>0.96 (0.91-1.02)</td>
<td>0.95 (0.90-1.01)</td>
<td>0.95 (0.78-1.14)</td>
<td>0.74 (0.58-0.94)</td>
</tr>
<tr>
<td>3</td>
<td>0.99 (0.94-1.05)</td>
<td>0.96 (0.91-1.02)</td>
<td>0.93 (0.77-1.11)</td>
<td>0.91 (0.75-1.11)</td>
</tr>
<tr>
<td>4</td>
<td>0.93 (0.87-0.99)</td>
<td>0.93 (0.88-0.98)</td>
<td>0.84 (0.69-1.02)</td>
<td>0.84 (0.68-1.04)</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females ‡</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>0.99 (0.94-1.05)</td>
<td>0.99 (0.90-1.08)</td>
<td>0.90 (0.69-1.18)</td>
<td>1.02 (0.68-1.54)</td>
</tr>
<tr>
<td>2</td>
<td>0.99 (0.95-1.05)</td>
<td>1.00 (0.91-1.09)</td>
<td>0.97 (0.75-1.25)</td>
<td>0.98 (0.76-1.26)</td>
</tr>
<tr>
<td>3</td>
<td>0.97 (0.92-1.02)</td>
<td>0.92 (0.84-1.02)</td>
<td>0.95 (0.75-1.20)</td>
<td>0.86 (0.64-1.16)</td>
</tr>
<tr>
<td>4</td>
<td>0.99 (0.94-1.04)</td>
<td>0.94 (0.86-1.02)</td>
<td>0.93 (0.75-1.15)</td>
<td>1.12 (0.82-1.53)</td>
</tr>
</tbody>
</table>

The risk ratios are from a log-linear model with dummy variables for age in five-year groups, and dummy variables for Maori and Pacific – except suicide deaths where ethnicity was not included due to inability to fit the model.

‡ Reference category, and least deprived quintile.

3.3.2 Occupational class

Overall analyses by NZSEI occupational class were restricted to the 13,701 male decedents and 2,059 female decedents aged 25–74 years who had an occupation recorded on the death registration form and who died in the second and third year of follow-up (84.2% and 19.6% of 25–74 year old male and female decedents dying in the second and third year of follow-up, respectively). Decedents dying in the first year of follow-up had to be discarded as 1991 was a transition year between 1968- and 1990-base occupational codes. There was a 6% reduced chance of linkage for male decedents in occupational class 6 compared to occupational class 1 (Table 22). As with the results for NZDep91, there was only a substantial drop off in record linkage success for the lowest socioeconomic group, ie, occupational class 6. Results for females must be treated with caution due to small numbers and possible unrepresentativeness, but a similar decline in the probability of record linkage from high to low occupational class was apparent. As with the NZDep91 regression models, there was no evidence of a statistically significant interaction of NZSEI occupational class and demographic factors.
Table 22: Risk ratios (95% CI) by NZSEI occupational class for the proportion of mortality records linked by sex for 25–74 year olds, and excluding deaths in first 12 months after census night

<table>
<thead>
<tr>
<th>NZSEI class</th>
<th>Males (n=13,701) ‡</th>
<th>Females (n=2059) ‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.01 (0.97–1.04)</td>
<td>0.97 (0.87–1.08)</td>
</tr>
<tr>
<td>2</td>
<td>1.02 (0.99–1.05)</td>
<td>0.97 (0.91–1.03)</td>
</tr>
<tr>
<td>3</td>
<td>1.00 (0.97–1.02)</td>
<td>0.98 (0.92–1.05)</td>
</tr>
<tr>
<td>4†</td>
<td>1.00 –</td>
<td>1.00 –</td>
</tr>
<tr>
<td>5</td>
<td>1.00 (0.97–1.02)</td>
<td>0.98 (0.91–1.05)</td>
</tr>
<tr>
<td>6</td>
<td>0.94 (0.91–0.98)</td>
<td>0.91 (0.84–0.99)</td>
</tr>
<tr>
<td>Farmers</td>
<td>0.91 (0.88–0.94)</td>
<td>0.86 (0.74–0.99)</td>
</tr>
</tbody>
</table>

† Reference category.
‡ For both sexes, the risk ratios are from a log-linear model with just the interaction product [age group * ethnic group] and the main effect [NZSEI].

Farmers had a lower record linkage success than all six occupational classes. The reason for this lower linkage success was almost certainly that rural decedents were less likely to be assigned a meshblock, and hence their probability of linking with a census record was therefore less than for urban records.

Table 23: Risk ratios (95% CI) by NZSEI occupational class for the proportion of mortality records linked by age group for males, excluding deaths in first 12 months ‡

<table>
<thead>
<tr>
<th>NZSEI class</th>
<th>25–44 years (n=1302)</th>
<th>45–64 years (n=5325)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.14 (0.99–1.32)</td>
<td>1.00 (0.95–1.06)</td>
</tr>
<tr>
<td>2</td>
<td>1.01 (0.86–1.18)</td>
<td>1.01 (0.96–1.07)</td>
</tr>
<tr>
<td>3</td>
<td>0.95 (0.83–1.08)</td>
<td>0.96 (0.92–1.00)</td>
</tr>
<tr>
<td>4†</td>
<td>1.00 –</td>
<td>1.00 –</td>
</tr>
<tr>
<td>5</td>
<td>1.01 (0.90–1.14)</td>
<td>0.99 (0.95–1.03)</td>
</tr>
<tr>
<td>6</td>
<td>0.86 (0.71–1.03)</td>
<td>0.94 (0.88–1.00)</td>
</tr>
<tr>
<td>Farmers</td>
<td>0.95 (0.81–1.12)</td>
<td>0.91 (0.85–0.96)</td>
</tr>
</tbody>
</table>

† Reference category
‡ The risk ratios are from a log-linear model with dummy variables for age in five-year groups and dummy variables for Maori and Pacific.

For direct use in sensitivity analyses of the impact of linkage bias on the observed occupational class mortality gradients, results from separate models for 25–44 and 45–64 year old males are shown in Table 23. Likewise, separate regression models by cause of death for 25–64 year old males combined are shown in Table 24. Note that the pattern of linkage bias by occupational class for male unintentional injury and suicide deaths is not consistent with that observed in Table 21 for small area deprivation, although the lack of consistency may be due to small numbers – the 95% confidence intervals mostly include 1.0 and occupational class was available for fewer deaths than was NZDep91.
### Table 24: Risk ratios (95% CI) by NZSEI category for the proportion of mortality records (cause-specific deaths) linked for regression models, males aged 25–64 years combined, excluding deaths in first 12 months

<table>
<thead>
<tr>
<th>NZSEI class</th>
<th>Cancer (n=2280)</th>
<th>CVD (n=2562)</th>
<th>Injury (n=510)</th>
<th>Suicide (n=321)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.01 (0.94–1.10)</td>
<td>1.06 (0.98–1.15)</td>
<td>0.81 (0.60–1.08)</td>
<td>1.06 (0.72–1.55)</td>
</tr>
<tr>
<td>2</td>
<td>1.01 (0.94–1.09)</td>
<td>1.02 (0.94–1.10)</td>
<td>0.95 (0.74–1.21)</td>
<td>1.10 (0.83–1.46)</td>
</tr>
<tr>
<td>3</td>
<td>0.99 (0.92–1.05)</td>
<td>1.00 (0.94–1.07)</td>
<td>0.77 (0.60–0.99)</td>
<td>0.98 (0.74–1.30)</td>
</tr>
<tr>
<td>4 ‡</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>1.02 (0.96–1.08)</td>
<td>1.02 (0.96–1.08)</td>
<td>0.96 (0.80–1.15)</td>
<td>1.02 (0.78–1.34)</td>
</tr>
<tr>
<td>6</td>
<td>0.90 (0.81–1.01)</td>
<td>0.96 (0.89–1.05)</td>
<td>0.80 (0.56–1.15)</td>
<td>1.27 (0.91–1.78)</td>
</tr>
<tr>
<td>Farmers</td>
<td>0.94 (0.87–1.02)</td>
<td>0.91 (0.83–0.99)</td>
<td>0.88 (0.70–1.10)</td>
<td>1.00 (0.74–1.34)</td>
</tr>
</tbody>
</table>

† The risk ratios are from a log-linear model with dummy variables for age in five-year groups, and dummy variables for Maori and Pacific.
‡ Reference category, and least deprived decile.

#### 3.3.3 Small area deprivation and occupational class considered simultaneously

When both NZDep91 decile and NZSEI occupational class were included in the same log-linear model for males aged 25–74 (n=12,249), the risk ratios between high and low socioeconomic position for both NZDep91 decile and NZSEI occupational class changed little. (See Technical Report for results (Blakely et al 1999).)

#### 3.3.4 Conclusion

Taken together, these results for NZDep91 and NZSEI suggest only a modest linkage bias by socioeconomic position, independent of demographic factors. In particular, this summary linkage bias was almost negligible for the majority of people (ie, NZDep91 deciles 1–9 and NZSEI occupational classes 1–5), and the proportion of mortality records that were linked declined significantly only for the lowest socioeconomic stratum (ie, NZDep91 decile 10 and NZSEI occupational class 6).

The results from separate regression models within sex and 25–44 and 45–64 year old groups, and by broad categories of cause of death, are used in sensitivity analyses of the effect of misclassification bias on the observed risk ratios in the cohort analyses, summarised in the next chapter.
Chapter 4: Results – Cohort Analyses

Box 4: Overview of Chapter 4

Structure of this chapter
The distribution of the census cohort and deaths by demographic factors is presented in Section 1. Sections 2 to 8 present univariate analyses for each of the socioeconomic factors (deprivation, education, car access, housing tenure, labour force status, occupational class, and household income). Detailed sensitivity analyses of bias about these univariate results are presented in Appendix C, but a summary is provided in this chapter. Multivariate analyses, including labour force status, income, education and car access, conclude the chapter (Section 9).

Univariate analyses
Strong socioeconomic all-cause mortality gradients were found for all ranked socioeconomic factors. Moreover, there were strong associations with each specific cause of death, except non-lung cancers. Elevated mortality risks were also found for the unemployed and non-active labour force compared to the employed.

Bias
Some selection bias affecting the restricted cohort results was suggested by the NZDep91 sensitivity analyses, but not by the educational sensitivity analyses. The net effect of both selection and linkage bias was to probably cause underestimates of the all-cause mortality gradient among females and 25–44 year old males for analyses based on the restricted cohort – but probably had little net effect for 45–64 year old males.

Health selection was without doubt one cause for the elevated mortality among the non-active labour force, but it did not appear to be a cause of the elevated mortality among the unemployed. Unfortunately, a range of sensitivity analyses of the possible effect of health selection on income–mortality gradients did not produce a consistent picture. The most likely conclusion is that there was some health selection bias affecting the income mortality gradients, mostly for males and for cancer deaths (probably also cardiovascular deaths, possibly suicide deaths, but not injury deaths).

Occupational class results based on current occupation in the NZCMS (and this report) almost certainly underestimated the gradient had it been possible to measure it using usual or last occupation. This underestimate was probably due to both confounding by current labour force status and differential health selection. Some important numerator–denominator biases that would bias unlinked occupational class analyses were disclosed.
Multivariate analyses

The two to three fold increased risk of suicide death among the unemployed (and the non-active labour force) was not due to confounding/mediation by other socioeconomic factors. This was in contrast to other causes of death where unemployment appeared to have little independent association with mortality.

Some of the association of education with each cause of death appeared to be due to mediation/confounding by material factors (income and car access), but, generally, a strong independent association of education with each cause of mortality remained.

While the association of income with all-cause and cause-specific mortality was very strong in univariate analyses, and largely independent of education and car access, it tended to reduce to the null following control for labour force status for cancer, cardiovascular disease and suicide deaths – but not injury deaths. Some, and perhaps most, of these reductions to the null must be attributed to health selection biasing the income–mortality association. Alternative explanations include confounding by labour force status, and over-control whereby non-labour force status is a proxy for poor health – a precursor to death from cancer, cardiovascular disease and possibly suicide.

Car access was generally a strong independent predictor of mortality.

1 Structure of 1991 census cohort

The 1991 census cohort included 3,373,896 individuals, and 31,635 of these individuals were anonymously and probabilistically linked to a mortality record. As only deaths for people aged 0–74 on census night (as per NZHIS data) were submitted to the record linkage, the cohort was reduced to the 3,220,170 people aged 0–74 on census data. This restriction to 0–74 year olds by census DOB meant that 48 of the linked records were discarded – because the record linkage was probabilistic, it was not necessary to have exactly the same age to be included in the linked data set.

Table 25 presents a breakdown of the 0–74 year old cohort by age, residency status (usual or non-usual residence on census night), and dwelling type (private, hospital or rest home, and other non-private). On census night 3,011,085 (93.5%) of all respondents aged 0–74 were at their usual residence and living in a private dwelling.
### Table 25: Numbers of census respondents in 1991 census cohort by age, dwelling type, and residence on census night (column percentages)

<table>
<thead>
<tr>
<th>Dwelling type</th>
<th>Age group in years</th>
<th>Total</th>
<th>0- 74</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0-14</td>
</tr>
<tr>
<td><strong>Individuals at usual residence on census night</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>744,711</td>
<td>498,348</td>
<td>969,750</td>
</tr>
<tr>
<td>(95.0%)</td>
<td>(89.6%)</td>
<td>(94.3%)</td>
<td>(94.2%)</td>
</tr>
<tr>
<td>Hospital or rest home</td>
<td>291</td>
<td>765</td>
<td>2220</td>
</tr>
<tr>
<td>(0.0%)</td>
<td>(0.1%)</td>
<td>(0.2%)</td>
<td>(0.4%)</td>
</tr>
<tr>
<td>Other non-private</td>
<td>2472</td>
<td>12,849</td>
<td>8829</td>
</tr>
<tr>
<td>(0.3%)</td>
<td>(2.3%)</td>
<td>(0.9%)</td>
<td>(0.7%)</td>
</tr>
<tr>
<td><strong>Individuals not at usual residence on census night</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>18,879</td>
<td>27,234</td>
<td>28,422</td>
</tr>
<tr>
<td>(2.4%)</td>
<td>(4.9%)</td>
<td>(2.8%)</td>
<td>(2.6%)</td>
</tr>
<tr>
<td>Hospital or rest home</td>
<td>1452</td>
<td>1026</td>
<td>2319</td>
</tr>
<tr>
<td>(0.2%)</td>
<td>(0.2%)</td>
<td>(0.2%)</td>
<td>(0.3%)</td>
</tr>
<tr>
<td>Other non-private</td>
<td>16,023</td>
<td>15,849</td>
<td>17,208</td>
</tr>
<tr>
<td>(2.0%)</td>
<td>(2.9%)</td>
<td>(1.7%)</td>
<td>(1.9%)</td>
</tr>
<tr>
<td><strong>Age total</strong></td>
<td>783,828</td>
<td>556,071</td>
<td>1,028,748</td>
</tr>
</tbody>
</table>

Note: Cell values are randomly rounded to a multiple of three as per SNZ protocol.

Table 26 shows the number of census records and linked mortality records by sex and age group, for the ‘full’ 0–74 year old cohort and sequential restrictions thereafter. As with all count data extracted from SNZ, cell values are randomly rounded to a multiple of three above or below the exact value – therefore cell values may not exactly agree between Table 25 and Table 26 and the sum of cell values may not equal the given totals. The third row in each sex by cohort/death panel in Table 26 excludes all deaths in the first six months after census night – the majority of cohort analyses exclude these observations to mitigate against health selection. The fourth row further excludes census records that have missing data for either household income or car access. The majority of these exclusions were due to individuals in the household aged older than 15 years being absent on census night, making it impossible to calculate the total household income. The final row for each sex by cohort/death panel in Table 26 also excludes individuals with missing values for highest educational qualification obtained, individuals still at school, or individuals with missing values for labour force status. This final row of exclusions applies only to 25–74 year olds, as education is unlikely to be completed for younger people and labour force status is complicated by ongoing education.
Approximately 77% to 80% of the full census cohort, or approximately 85% of the census cohort at their usual and private residence on census night, had complete data for the four main socioeconomic factors of interest in this report – highest qualification, household income, car access and labour force status (Table 26). 3060 of the 31,590 census records from the full cohort with a linked mortality record (9.7%) were either not at their usual residence or not in private dwelling on census night. Of these 3060 records, 1750 (57.2%) were in a hospital or rest home on census night. The largest reduction in linked mortality records occurred when all deaths within the first six months of follow-up were discarded (third row of sex by linked death panels in Table 26).

### Table 26: Number of census respondents and linked deaths in cohort by sex and age group, for sequential restrictions of the cohort

<table>
<thead>
<tr>
<th>Cohort number and linked deaths, by sex and sequential restrictions</th>
<th>Age group in years</th>
<th>Total</th>
<th>% of full census †</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male cohort</strong></td>
<td>0–14</td>
<td>15–24</td>
<td>25–44</td>
</tr>
<tr>
<td>Full census</td>
<td>400,563</td>
<td>280,983</td>
<td>506,970</td>
</tr>
<tr>
<td>At usual residence, and private dwelling</td>
<td>379,683</td>
<td>248,991</td>
<td>470,661</td>
</tr>
<tr>
<td>Excluding deaths in first six months</td>
<td>379,602</td>
<td>248,874</td>
<td>470,382</td>
</tr>
<tr>
<td>Excluding missing household income or car access</td>
<td>303,357</td>
<td>198,486</td>
<td>396,843</td>
</tr>
<tr>
<td>Excluding missing education and labour force</td>
<td>-</td>
<td>-</td>
<td>395,277</td>
</tr>
<tr>
<td><strong>Female cohort</strong></td>
<td>383,271</td>
<td>275,091</td>
<td>521,778</td>
</tr>
<tr>
<td>At usual residence, and private dwelling</td>
<td>365,028</td>
<td>249,357</td>
<td>499,086</td>
</tr>
<tr>
<td>Excluding deaths in first six months</td>
<td>364,980</td>
<td>249,318</td>
<td>498,909</td>
</tr>
<tr>
<td>Excluding missing household income or car access</td>
<td>291,132</td>
<td>198,681</td>
<td>414,351</td>
</tr>
<tr>
<td>Excluding missing education and labour force</td>
<td>-</td>
<td>-</td>
<td>412,428</td>
</tr>
<tr>
<td><strong>Male linked deaths</strong></td>
<td>342</td>
<td>693</td>
<td>1644</td>
</tr>
<tr>
<td>At usual residence, and private dwelling</td>
<td>312</td>
<td>627</td>
<td>1512</td>
</tr>
<tr>
<td>Excluding deaths in first six months</td>
<td>231</td>
<td>513</td>
<td>1230</td>
</tr>
<tr>
<td>Excluding missing household income or car access</td>
<td>183</td>
<td>402</td>
<td>1014</td>
</tr>
<tr>
<td>Excluding missing education and labour force</td>
<td>-</td>
<td>-</td>
<td>1011</td>
</tr>
<tr>
<td><strong>Female linked deaths</strong></td>
<td>231</td>
<td>255</td>
<td>1101</td>
</tr>
<tr>
<td>At usual residence, and private dwelling</td>
<td>213</td>
<td>228</td>
<td>1008</td>
</tr>
<tr>
<td>Excluding deaths in first six months</td>
<td>165</td>
<td>189</td>
<td>834</td>
</tr>
<tr>
<td>Excluding missing household income or car access</td>
<td>117</td>
<td>150</td>
<td>660</td>
</tr>
<tr>
<td>Excluding missing education and labour force</td>
<td>-</td>
<td>-</td>
<td>651</td>
</tr>
</tbody>
</table>

† Percentage of full census cohort. Calculated only for 25–74 year olds for final row ‘Excluding missing education and labour force’. Cell values are randomly rounded to multiple of three as per SNZ protocol.
2 Small area deprivation

2.1 Restricted cohort univariate results

The distribution of the restricted cohort by decile of NZDep91, and by age and sex, is shown in Table 27, along with the crude risk ratios and age and ethnicity adjusted odds ratios of mortality. As documented previously (Salmond and Crampton 2000), there is a strong gradient of all-cause mortality by small area deprivation in New Zealand. The strongest gradient was among males aged 45–64 years, with an age and ethnicity adjusted odds ratio of 2.35 (95% confidence interval 2.06 to 2.69) for males in decile 10 compared to decile 1 of small area deprivation. The comparable odds ratios for 25–44 year old males, and 25–44 and 45–64 year old females were 1.86 (1.39 to 2.50), 2.11 (1.51 to 2.94), and 1.80 (1.52 to 2.12), respectively. Note that the results show a linear gradient of mortality – there is no evidence of a threshold effect.

Table 27: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by small area deprivation in the restricted cohort

<table>
<thead>
<tr>
<th>NZDep91 decile</th>
<th>25–44 years</th>
<th>45–64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Census number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>44,361</td>
<td>87</td>
</tr>
<tr>
<td>2</td>
<td>43,974</td>
<td>87</td>
</tr>
<tr>
<td>3</td>
<td>42,714</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>42,381</td>
<td>93</td>
</tr>
<tr>
<td>5</td>
<td>40,440</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>39,714</td>
<td>105</td>
</tr>
<tr>
<td>7</td>
<td>38,877</td>
<td>111</td>
</tr>
<tr>
<td>8</td>
<td>36,984</td>
<td>117</td>
</tr>
<tr>
<td>9</td>
<td>35,382</td>
<td>132</td>
</tr>
<tr>
<td>10</td>
<td>30,090</td>
<td>111</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>47,382</td>
<td>66</td>
</tr>
<tr>
<td>2</td>
<td>45,414</td>
<td>57</td>
</tr>
<tr>
<td>3</td>
<td>43,584</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>42,519</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>40,860</td>
<td>57</td>
</tr>
<tr>
<td>6</td>
<td>40,383</td>
<td>69</td>
</tr>
<tr>
<td>7</td>
<td>39,639</td>
<td>60</td>
</tr>
<tr>
<td>8</td>
<td>38,484</td>
<td>66</td>
</tr>
<tr>
<td>9</td>
<td>37,986</td>
<td>72</td>
</tr>
<tr>
<td>10</td>
<td>35,856</td>
<td>96</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>394,917</td>
<td>1017</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in five-year age groups and ethnicity specified as Maori, Pacific Island, and the Rest. Raw numbers are random rounded to the nearest multiple of three as per SNZ protocol.
Table 28:

Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by
small area deprivation in the restricted cohort – males
NZDep91 quintile
1 (least
deprived)
OR

Deaths

2
OR (95% CI)

3
Deaths

OR (95% CI)

4
Deaths

OR (95% CI)

5 (most deprived)
Deaths

OR (95% CI)

Deaths

Cancer

1.00

426

1.03

(0.90–1.18)

387

1.16

(1.01–1.33)

402

1.21

(1.06–1.40)

387

1.51

(1.31–1.73)

423

Colorectal

1.00

87

1.07

(0.79–1.45)

81

1.26

(0.93–1.70)

87

1.08

(0.79–1.50)

66

1.10

(0.78–1.56)

54

Lung ‡

1.00

63

1.24

(0.88–1.75)

69

1.69

(1.22–2.33)

30

1.89

(1.37–2.60)

33

2.89

(2.12–3.94)

57

Prostate ‡

1.00

21

1.25

(0.72–2.20)

27

1.08

(0.60–1.96)

21

1.15

(0.63–2.10)

21

1.09

(0.57–2.06)

18

Cardiovascular
disease

1.00

378

1.24

(1.08–1.43)

420

1.27

(1.10–1.46)

399

1.72

(1.51–1.97)

504

2.28

(2.00–2.61)

615

IHD

1.00

291

1.21

(1.03–1.42)

309

1.30

(1.11–1.53)

309

1.71

(1.46–1.99)

378

2.20

(1.88–2.56)

438

Cerebrovascular

1.00

30

1.66

(1.06–2.60)

48

1.57

(0.99–2.49)

39

1.82

(1.15–2.88)

45

3.39

(2.21–5.20)

72

Infection and
pneumonia

1.00

12

1.71

(0.85–3.44)

21

2.66

(1.38–5.12)

30

2.57

(1.32–5.02)

27

2.37

(1.18–4.79)

24

Respiratory ‡

1.00

24

1.22

(0.68–2.17)

24

1.95

(1.15–3.32)

36

2.37

(1.41–3.99)

42

4.69

(2.88–7.64)

72

COPD ‡

1.00

15

1.25

(0.63–2.51)

18

2.43

(1.31–4.50)

30

2.66

(1.44–4.92)

33

5.15

(2.87–9.22)

57

Unintentional
injury

1.00

60

1.16

(0.82–1.65)

63

1.48

(1.06–2.07)

78

1.54

(1.10–2.17)

78

1.67

(1.18–2.38)

78

Road traffic crash

1.00

27

1.42

(0.85–2.36)

33

1.83

(1.12–2.98)

42

1.82

(1.11–2.99)

42

1.63

(0.97–2.77)

36

Other unintentional

1.00

33

0.96

(0.59–1.57)

30

1.21

(0.75–1.94)

36

1.32

(0.82–2.12)

36

1.73

(1.08–2.78)

42

Suicide

1.00

48

1.41

(0.97–2.04)

63

1.01

(0.67–1.53)

42

1.71

(1.18–2.49)

63

2.04

(1.39–2.99)

63

Homicide,
intentional injury

1.00

**

3.29

(0.34–31.7)

**

9.30

(1.16–74.6)

**

10.6

(1.33–84.7)

**

5.86

(0.66–52.1)

**

Other

1.00

48

1.47

(1.01–2.14)

63

2.39

(1.69–3.38)

99

2.22

(1.55–3.16)

87

3.54

(2.52–4.99)

138

All causes

1.00

999

1.18

(1.08–1.28)

1047

1.33

(1.22–1.45)

1095

1.57

(1.44–1.70)

1203

2.05

(1.88–2.23)

1416

Table 29:

Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by
small area deprivation in the restricted cohort – females
NZDep91 quintile
1 (least
deprived)
OR

Deaths

2
OR (95% CI)

3
Deaths

OR (95% CI)

4
Deaths

OR (95% CI)

5 (most deprived)
Deaths

OR (95% CI)

Deaths

Cancer

1.00

423

1.01

(0.88–1.16)

375

1.17

(1.02–1.34)

402

1.16

(1.00–1.33)

372

1.28

(1.11–1.49)

369

Colorectal

1.00

93

0.54

(0.38–0.77)

45

0.99

(0.73–1.35)

72

0.90

(0.65–1.24)

57

0.64

(0.43–0.95)

33

Lung ‡

1.00

27

1.75

(1.06–2.89)

42

2.46

(1.53–3.96)

54

2.78

(1.73–4.45)

60

3.38

(2.12–5.41)

72

Breast

1.00

114

1.08

(0.83–1.40)

108

1.01

(0.76–1.33)

93

0.93

(0.70–1.24)

81

1.04

(0.78–1.41)

81

Cardiovascular
disease

1.00

120

1.44

(1.13–1.82)

156

1.65

(1.31–2.09)

174

1.86

(1.47–2.34)

192

2.69

(2.15–3.37)

282

IHD

1.00

60

1.64

(1.19–2.28)

90

1.77

(1.28–2.46)

93

2.07

(1.50–2.84)

105

2.85

(2.08–3.89)

144

Cerebrovascular

1.00

33

1.38

(0.87–2.19)

42

1.61

(1.03–2.53)

45

1.63

(1.03–2.57)

42

2.39

(1.54–3.71)

63

Infection and
pneumonia

1.00

9

0.96

(0.39–2.37)

9

1.19

(0.50–2.81)

12

0.93

(0.37–2.34)

9

1.19

(0.49–2.88)

15

Respiratory ‡

1.00

24

0.87

(0.48–1.58)

18

1.19

(0.68–2.09)

24

2.35

(1.43–3.85)

48

3.00

(1.83–4.91)

60

COPD ‡

1.00

18

0.77

(0.39–1.53)

15

0.99

(0.52–1.88)

18

1.99

(1.14–3.49)

33

3.09

(1.80–5.30)

48

Unintentional
injury

1.00

18

1.43

(0.79–2.60)

24

1.69

(0.94–3.03)

30

1.19

(0.62–2.25)

18

2.26

(1.26–4.06)

36

Road traffic crash

1.00

12

1.93

(0.89–4.18)

18

1.90

(0.87–4.15)

18

1.47

(0.64–3.37)

12

3.12

(1.47–6.64)

30

Other unintentional

1.00

9

0.87

(0.32–2.34)

6

1.49

(0.62–3.60)

9

0.89

(0.31–2.51)

6

1.23

(0.44–3.40)

6

Suicide

1.00

15

1.20

(0.61–2.38)

15

1.48

(0.76–2.89)

21

1.48

(0.75–2.94)

15

2.07

(1.05–4.08)

18

Homicide,
intentional injury

1.00

**

**

**

2.03

(0.48–8.57)

**

0.85

(0.14–5.18)

**

1.73

(0.35–8.51)

**

Other

1.00

60

0.84

(0.57–1.23)

45

1.17

(0.82–1.67)

63

1.63

(1.17–2.28)

87

1.91

(1.37–2.67)

108

All causes

1.00

672

1.07

(0.96–1.20)

651

1.28

(1.16–1.43)

732

1.37

(1.24–1.53)

747

1.73

(1.56–1.92)

897

Note: The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers
of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.
‡
**

Only age-group 45–64 included in analysis.
Number of deaths all small resulting in release by SNZ as 6 in each cell (ie, the smallest possible number released by SNZ in the NZCMS).
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The NZDep91 gradients of mortality by cause of death have not been fully documented before in New Zealand. Table 28 and Table 29 present the association of specific causes of death with quintiles of NZDep91, by sex for 25–64 year olds combined. (Respiratory, prostate and lung cancer death analyses were for 45–64 year olds only.) Among both males and females, the strongest gradients were for cardiovascular disease (ORs of 2.28 and 2.69 for the most deprived quintile of small areas compared to the least deprived, for males and females respectively), respiratory disease (4.69 and 3.00, respectively), and suicide (2.04 and 2.07, respectively). Among the remaining first-level aggregates of cause specific mortality (cancer, infection and pneumonia, unintentional injury, homicide, and ‘other’), the odds ratios comparing the most deprived quintile to the least deprived quintile were greater than 2.0 among males for infection and pneumonia, homicide (although with a wide confidence interval), and other. Among females, only unintentional injury had an odds ratio greater than 2.0. At the second-level aggregation of cause of death, the following was notable:

- There were strong gradients for lung cancer among both sexes. There was also a suggestion of higher colorectal cancer mortality among the least deprived small areas among females, but not among males. There was no obvious gradient for breast and prostate cancer. Thus the modest overall association of cancer with deprivation was mostly due to lung cancer deaths.
- Within cardiovascular disease, both ischaemic heart disease and cerebrovascular disease had strong gradients by small area deprivation.
- Among unintentional injury deaths, on balance, the gradient was stronger for road traffic crashes than other unintentional injuries for both males and females – except for the most deprived quintile the trend among males was towards a stronger association with road traffic crashes. (However, there were notable effects on the injury odds ratios from selection bias and misclassification of the mortality outcome, as demonstrated in subsequent sections.)
- While based on few deaths, there was an apparent gradient of homicide deaths by small area deprivation among males.

Perhaps the most notable finding overall from Table 28 and Table 29 is that, except for cancers other than lung cancer, each cause of death was strongly associated with small area deprivation. Previous analyses among males by occupational class in New Zealand found a weak association of occupational class with IHD mortality in the 1970s, but strengthening in the 1980s (Kawachi et al 1991; Pearce et al 1983b). This transition of the IHD gradient is confirmed by the NZDep (and other socioeconomic factor) analyses presented in this report demonstrating strong IHD mortality gradients during the period 1991–94.

### 2.2 Possible impact of bias

Without doubt there was a strong association of small area deprivation with mortality. Extensive sensitivity analyses about the impact of selection and linkage biases, health selection and exclusion of the non-active labour force are presented in Appendix C. While of interest in themselves, these analyses were particularly helpful for estimating the impact of the same biases on the income results.
Considering the net impact of selection and linkage biases on *all-cause* mortality, they were relatively modest for the mid-decile comparisons, but were more notable comparing the least and most deprived deciles. Among 45–64 year olds linkage and selection bias tended to off-set each. However, among females aged 25–44 and 45–64 years and males aged 25–44 years the selection and linkage biases compounded each other such that analyses on the restricted cohort *underestimated* the excess odds ratio comparisons of the most and least deprived deciles by about 25%.

Considering the net impact of selection and linkage biases on *cause-specific* male mortality for 25–64 year olds combined, linkage and selection biases off-set each other for *injury* deaths in the restricted cohort. For other causes of death the analyses on the restricted cohort *underestimated* the ‘true’ gradient by:

- approximately 10% for cancer and cardiovascular disease deaths
- approximately 25% for suicide deaths.

For *cause-specific* female mortality for 25–64 year olds combined, the ‘true’ gradient for analyses on the restricted cohort for cancer deaths was underestimated by approximately 30% – but the cancer gradient was modest to start with. The net effect of linkage and selection biases for cardiovascular disease was negligible. The net effect for female suicide and injury deaths was unable to be robustly determined, but presumably the gradients by non-cancer and non-cardiovascular disease on average tended to be *underestimated* given the approximately 25% underestimate of the all-cause mortality.

*Drift health selection* was assumed to not affect mortality gradients by small area deprivation. However, deprivation mortality gradients (as for gradients by any measure of socioeconomic position) were susceptible to *differential health selection* when the non-active labour force was excluded. The magnitude of any such differential health selection was important for two reasons. First, it provides an estimate of the likely bias for occupational class mortality gradients where data was only available for those currently in employment. Second, it might disclose potential problems for the inclusion of labour force status in multivariate analyses.

The sensitivity analyses about possible differential health selection in Appendix C were difficult to interpret. At best, the results *suggested* the possibility of differential health selection for cancer (and cardiovascular disease) – *but no stronger conclusion could be made*. If there was differential health selection for cancer deaths (and cardiovascular disease death), then adjusting for labour force status in multivariate analyses may result in an underestimate of the independent association of small area deprivation (and by extrapolation other socioeconomic factors) with mortality. But it was not possible to specify with precision the relative contributions of differential health selection, effect modification and confounding/mediation by labour force status to the change in the deprivation-mortality gradients following exclusion of the non-active labour force.
3 Highest qualification

3.1 Restricted cohort univariate results

The distribution of the restricted cohort by category of highest qualification by age groups and sex is shown in Table 30, along with the crude risk ratios and age and ethnicity adjusted odds ratios of mortality. There was a strong association of education with all-cause mortality in each sex by age group. When assessing the gradient, the ‘other school qualification’ category should be put aside as being of indeterminate rank compared to the other school categories. Doing so, the following trends emerge:

- Among 25–44 year olds (both sexes), there was little to separate the four middle categories of '10 years of school' (School Certificate), '11–12 years ...' (University Entrance and Bursary), ‘trade ...’, and ‘undergraduate ...’.

- Among 45–64 year olds (both sexes), the age and ethnicity adjusted odds ratio of mortality for those with ‘graduate’ compared to those with ‘nil’ education for males was 0.55 (95% confidence interval 0.47 to 0.64) and for females was 0.75 (0.59 to 0.94). The same odds ratios for ‘undergraduate’ compared to ‘nil’ education were 0.72 (0.64 to 0.81) for males and 0.69 (0.62 to 0.78) for females. Otherwise the ‘trade’, ‘11–12 years of school’, and ‘10 years of school’ categories were inseparable for males (odds ratios of 0.80 or 0.81) and fairly similar for females (odds ratios 0.79, 0.81, and 0.92)

- For all sex by age groups, those with nil education consistently had a greater mortality odds than the middle education groups, and those with ‘graduate’ or ‘postgraduate’ education consistently had a lower mortality odds than the middle education groups.

The highest and lowest educational categories stood out from the remaining categories, giving the impression of a stepped gradient of mortality rather than a monotonic gradient.
Table 30: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by highest qualification in the restricted cohort

<table>
<thead>
<tr>
<th>Category of highest qualification</th>
<th>25–44 years</th>
<th></th>
<th></th>
<th>45–64 years</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Linked deaths</td>
<td>Crude risk ratio</td>
<td>Age/ethnicity adjusted OR</td>
<td>Number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate, postgraduate</td>
<td>47,187</td>
<td>72</td>
<td>0.42</td>
<td>0.47 (0.36–0.61)</td>
<td>18,486</td>
<td>186</td>
</tr>
<tr>
<td>Undergraduate, technical, teaching</td>
<td>43,218</td>
<td>96</td>
<td>0.62</td>
<td>0.67 (0.53–0.84)</td>
<td>24,723</td>
<td>354</td>
</tr>
<tr>
<td>Trade certificate, other tertiary</td>
<td>115,677</td>
<td>276</td>
<td>0.66</td>
<td>0.74 (0.63–0.87)</td>
<td>72,069</td>
<td>1203</td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>39,090</td>
<td>84</td>
<td>0.60</td>
<td>0.73 (0.59–0.93)</td>
<td>12,177</td>
<td>210</td>
</tr>
<tr>
<td>10 years of school</td>
<td>41,256</td>
<td>99</td>
<td>0.67</td>
<td>0.75 (0.60–0.94)</td>
<td>19,116</td>
<td>324</td>
</tr>
<tr>
<td>Other school qualification</td>
<td>5,301</td>
<td>12</td>
<td>0.63</td>
<td>0.57 (0.30–1.07)</td>
<td>7,704</td>
<td>156</td>
</tr>
<tr>
<td>Nil (reference category)</td>
<td>103,551</td>
<td>372</td>
<td>1.00</td>
<td>1.00</td>
<td>99,192</td>
<td>2319</td>
</tr>
<tr>
<td>Total</td>
<td>395,277</td>
<td>1011</td>
<td></td>
<td></td>
<td>253,473</td>
<td>4755</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate, postgraduate</td>
<td>35,079</td>
<td>36</td>
<td>0.41</td>
<td>0.50 (0.35–0.72)</td>
<td>9726</td>
<td>78</td>
</tr>
<tr>
<td>Undergraduate, technical, teaching</td>
<td>71,481</td>
<td>93</td>
<td>0.52</td>
<td>0.59 (0.46–0.74)</td>
<td>40,695</td>
<td>345</td>
</tr>
<tr>
<td>Trade certificate, other tertiary</td>
<td>68,340</td>
<td>87</td>
<td>0.51</td>
<td>0.63 (0.49–0.80)</td>
<td>27,654</td>
<td>261</td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>45,213</td>
<td>48</td>
<td>0.43</td>
<td>0.64 (0.47–0.87)</td>
<td>11,940</td>
<td>132</td>
</tr>
<tr>
<td>10 years of school</td>
<td>68,472</td>
<td>78</td>
<td>0.46</td>
<td>0.55 (0.43–0.71)</td>
<td>27,846</td>
<td>312</td>
</tr>
<tr>
<td>Other school qualification</td>
<td>8,463</td>
<td>18</td>
<td>0.85</td>
<td>0.89 (0.55–1.44)</td>
<td>14,979</td>
<td>189</td>
</tr>
<tr>
<td>Nil (reference category)</td>
<td>115,374</td>
<td>288</td>
<td>1.00</td>
<td>1.00</td>
<td>121,917</td>
<td>1731</td>
</tr>
<tr>
<td>Total</td>
<td>412,428</td>
<td>651</td>
<td></td>
<td></td>
<td>254,754</td>
<td>3048</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in five-year age groups and ethnicity specified as Maori, Pacific Island, and the Rest. Raw numbers are random rounded to the nearest multiple of three as per SNZ protocol.
Table 31: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by highest qualification in the restricted cohort - males

<table>
<thead>
<tr>
<th>Category of highest qualification</th>
<th>Postgraduate, graduate, technical, teaching, nursing</th>
<th>Trade certificate, other tertiary</th>
<th>Scholarship, bursary, school certificate, other school</th>
<th>Nil</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI) Deaths</td>
<td>OR (95% CI) Deaths</td>
<td>OR (95% CI) Deaths</td>
<td>OR Deaths</td>
</tr>
<tr>
<td>Cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>0.74 (0.65–0.85) 279</td>
<td>0.79 (0.71–0.88) 510</td>
<td>0.84 (0.74–0.96) 315</td>
<td>1.00 918</td>
</tr>
<tr>
<td>Lung ‡</td>
<td>1.00 (0.75–1.32) 72</td>
<td>0.75 (0.58–0.97) 90</td>
<td>0.68 (0.49–0.95) 48</td>
<td>1.00 165</td>
</tr>
<tr>
<td>Prostate ‡</td>
<td>0.42 (0.30–0.60) 36</td>
<td>0.60 (0.47–0.76) 96</td>
<td>0.70 (0.53–0.92) 63</td>
<td>1.00 255</td>
</tr>
<tr>
<td></td>
<td>0.71 (0.40–1.26) 15</td>
<td>0.43 (0.25–0.73) 18</td>
<td>0.75 (0.44–1.29) 15</td>
<td>1.00 60</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>0.57 (0.49–0.65) 249</td>
<td>0.80 (0.72–0.88) 609</td>
<td>0.70 (0.62–0.80) 315</td>
<td>1.00 1140</td>
</tr>
<tr>
<td>IHD</td>
<td>0.53 (0.45–0.63) 180</td>
<td>0.79 (0.71–0.89) 465</td>
<td>0.65 (0.56–0.76) 219</td>
<td>1.00 861</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>0.52 (0.33–0.82) 24</td>
<td>0.87 (0.64–1.18) 66</td>
<td>0.86 (0.59–1.25) 36</td>
<td>1.00 111</td>
</tr>
<tr>
<td>Infection and pneumonia</td>
<td>1.47 (0.85–2.52) 24</td>
<td>1.09 (0.65–1.82) 27</td>
<td>1.79 (1.08–2.98) 30</td>
<td>1.00 33</td>
</tr>
<tr>
<td>Respiratory ‡</td>
<td>0.48 (0.29–0.80) 18</td>
<td>0.70 (0.50–1.00) 45</td>
<td>0.68 (0.44–1.04) 24</td>
<td>1.00 108</td>
</tr>
<tr>
<td>COPD ‡</td>
<td>0.45 (0.24–0.82) 12</td>
<td>0.68 (0.45–1.01) 36</td>
<td>0.70 (0.43–1.14) 21</td>
<td>1.00 84</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Road traffic crash</td>
<td>0.51 (0.36–0.71) 48</td>
<td>0.75 (0.58–0.97) 96</td>
<td>0.79 (0.59–1.06) 69</td>
<td>1.00 147</td>
</tr>
<tr>
<td>Other unintentional</td>
<td>0.59 (0.38–0.93) 27</td>
<td>0.77 (0.53–1.11) 51</td>
<td>0.71 (0.46–1.08) 33</td>
<td>1.00 75</td>
</tr>
<tr>
<td></td>
<td>0.42 (0.25–0.70) 21</td>
<td>0.72 (0.50–1.05) 48</td>
<td>0.88 (0.59–1.31) 36</td>
<td>1.00 75</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.56 (0.38–0.82) 39</td>
<td>0.89 (0.66–1.20) 84</td>
<td>1.06 (0.77–1.46) 63</td>
<td>1.00 99</td>
</tr>
<tr>
<td>Homicide, intentional injury</td>
<td>0.80 (0.24–2.65) **</td>
<td>0.94 (0.35–2.52) **</td>
<td>1.03 (0.35–3.08) **</td>
<td>** **</td>
</tr>
<tr>
<td>Other</td>
<td>0.53 (0.38–0.73) 48</td>
<td>0.62 (0.48–0.79) 93</td>
<td>0.68 (0.51–0.90) 63</td>
<td>1.00 234</td>
</tr>
<tr>
<td>All causes</td>
<td>0.62 (0.57–0.68) 705</td>
<td>0.78 (0.73–0.83) 1482</td>
<td>0.78 (0.72–0.85) 885</td>
<td>1.00 2691</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.

‡ Only age-group 45-64 included in analysis.

** Number of deaths all small resulting in release by SNZ as 6 in each cell (ie, the smallest possible number released by SNZ in the NZCMS).
Table 32: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by highest qualification in the restricted cohort – females

<table>
<thead>
<tr>
<th>Category of highest qualification</th>
<th>Postgraduate, graduate, technical, teaching, nursing</th>
<th>Trade certificate, other tertiary</th>
<th>Scholarship, bursary, school certificate, other school</th>
<th>Nil</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR</td>
</tr>
<tr>
<td>Cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR</td>
</tr>
<tr>
<td>Colorectal</td>
<td>1.14 (0.85–1.52)</td>
<td>0.97 (0.66–1.43)</td>
<td>0.88 (0.65–1.19)</td>
<td>1.00</td>
</tr>
<tr>
<td>Lung ‡</td>
<td>0.24 (0.14–0.42)</td>
<td>0.44 (0.26–0.77)</td>
<td>0.75 (0.55–1.02)</td>
<td>1.00</td>
</tr>
<tr>
<td>Breast</td>
<td>0.77 (0.60–1.00)</td>
<td>0.79 (0.58–1.09)</td>
<td>0.87 (0.69–1.10)</td>
<td>1.00</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IHD</td>
<td>0.35 (0.25–0.49)</td>
<td>0.47 (0.32–0.69)</td>
<td>0.75 (0.60–0.93)</td>
<td>1.00</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>0.77 (0.53–1.11)</td>
<td>0.56 (0.33–0.95)</td>
<td>0.75 (0.53–1.06)</td>
<td>1.00</td>
</tr>
<tr>
<td>Infection and pneumonia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory ‡</td>
<td>0.39 (0.23–0.67)</td>
<td>0.52 (0.28–0.97)</td>
<td>0.67 (0.45–0.99)</td>
<td>1.00</td>
</tr>
<tr>
<td>COPD ‡</td>
<td>0.35 (0.19–0.66)</td>
<td>0.41 (0.19–0.88)</td>
<td>0.51 (0.31–0.83)</td>
<td>1.00</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Road traffic crash</td>
<td>0.68 (0.41–1.13)</td>
<td>0.92 (0.54–1.58)</td>
<td>0.83 (0.53–1.30)</td>
<td>1.00</td>
</tr>
<tr>
<td>Other unintentional</td>
<td>0.96 (0.41–2.21)</td>
<td>1.26 (0.51–3.13)</td>
<td>0.75 (0.32–1.78)</td>
<td>1.00</td>
</tr>
<tr>
<td>Suicide</td>
<td>1.18 (0.68–2.06)</td>
<td>0.87 (0.42–1.80)</td>
<td>1.17 (0.68–2.01)</td>
<td>1.00</td>
</tr>
<tr>
<td>Homicide, intentional injury</td>
<td>1.94 (0.56–6.70)</td>
<td>** 0.53 (0.06–4.64)</td>
<td>** 0.59 (0.11–3.14)</td>
<td>1.00</td>
</tr>
<tr>
<td>Other</td>
<td>0.35 (0.24–0.52)</td>
<td>0.67 (0.46–0.97)</td>
<td>0.80 (0.62–1.04)</td>
<td>1.00</td>
</tr>
<tr>
<td>All causes</td>
<td>0.66 (0.60–0.73)</td>
<td>0.74 (0.66–0.83)</td>
<td>0.81 (0.74–0.88)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.

‡ Only age-group 45–64 included in analysis.

** Number of deaths all small resulting in release by SNZ as 6 in each cell (ie, the smallest possible number released by SNZ in the NZCMS).

At face value, the education all-cause mortality gradients appear weaker than those for small area deprivation. However, the reference category (nil education) is large – 39.1% and 47.9% of 45–64 year old males and females, respectively. Thus the highest qualification comparisons were for a less ‘extreme’ variation of socioeconomic position.

Cause-specific mortality gradients by highest qualification are shown in Table 31 for males and Table 32 for females. The gradients closely resemble those observed for small area deprivation shown in Tables 28 and 29. The odds of mortality among those with nil qualification was at least twice that of those with ‘postgraduate, graduate, technical, teaching, or nursing training’ for lung cancer, and respiratory disease for both sexes, and additionally for ischaemic heart disease and ‘other’ diseases among females. These causes of disease all share tobacco smoking and other lifestyle risk factors that may be influenced by awareness and receptivity to health education measures.
3.2 Possible impact of bias

It was not possible to directly determine the impact of linkage bias as education is not recorded on mortality data. Regarding selection bias, analyses of education–mortality gradients conducted on the restricted cohort were little different from those conducted on the full cohort (ie, no compelling evidence of selection bias) except for male injury deaths (see Appendix C). Given the lack of a consistent pattern between the NZDep91 and education selection bias analyses, it seems difficult to reliably predict what the magnitude and direction of any selection bias might be for other socioeconomic factors such as income.

As with small area deprivation, drift health selection was assumed to not affect mortality gradients by highest qualification. There was some suggestion of differential health selection by educational status for cancer mortality among 45–64 year old males, but it was not compelling. But overall, the results were consistent with the results by NZDep91 failing to strongly suggest differential health selection, although the possibility remained for cancer (and cardiovascular disease).

4 Car access

4.1 Restricted cohort univariate results

Only all-cause mortality results are presented for car access. The age and ethnicity adjusted odds ratios of all-cause mortality were stronger for males than females, but comparable between 25–44 and 45–64 year olds within sexes (Table 33 below). For each of the four sex by age groups, there was a consistent incremental association such that access to two cars in the household was associated with lower mortality than access to one car which in turn was better than access to none.

4.2 Possible impact of bias

Formal sensitivity analyses of the likely impact of selection bias, linkage bias and health selection on the association of car access with all-cause mortality are not presented. However, one might expect that the odds ratios of mortality for those with nil car access (proxy for low-asset wealth) compared to those with access to two or more cars (proxy for high-asset wealth) shown in Table 33 are:

- little, if any, affected by selection bias, based on sensitivity analyses for NZDep91 and highest qualification
- modestly underestimated due to linkage bias, based on previous analyses suggesting that linkage bias caused a modest underestimate of the odds ratios of mortality comparing low occupational classes or people living in more deprived areas with high occupational classes or people living in less deprived areas respectively
- probably unaffected by health selection acting over the short term, due to car ownership probably not being affected in the short term by health status.
### Table 33: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by car access in the restricted cohort

<table>
<thead>
<tr>
<th>Car access</th>
<th>25–44 years</th>
<th>45–64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2 cars</td>
<td>213,522</td>
<td>459</td>
</tr>
<tr>
<td>1 car</td>
<td>162,021</td>
<td>456</td>
</tr>
<tr>
<td>Nil</td>
<td>19,734</td>
<td>96</td>
</tr>
<tr>
<td>Total</td>
<td>395,277</td>
<td>1011</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2 cars</td>
<td>211,716</td>
<td>312</td>
</tr>
<tr>
<td>1 car</td>
<td>173,232</td>
<td>270</td>
</tr>
<tr>
<td>Nil</td>
<td>27,477</td>
<td>69</td>
</tr>
<tr>
<td>Total</td>
<td>412,425</td>
<td>651</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in five-year age groups and ethnicity specified as Maori, Pacific Island, and the Rest. Raw numbers are random rounded to the nearest multiple of three as per SNZ protocol.

### Table 34: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by housing tenure in the restricted cohort

<table>
<thead>
<tr>
<th>Housing tenure</th>
<th>25–44 years</th>
<th>45–64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owned with a mortgage</td>
<td>228,036</td>
<td>585</td>
</tr>
<tr>
<td>Owned freehold</td>
<td>59,331</td>
<td>171</td>
</tr>
<tr>
<td>Private tenancy</td>
<td>66,606</td>
<td>93</td>
</tr>
<tr>
<td>Public tenancy</td>
<td>21,546</td>
<td>108</td>
</tr>
<tr>
<td>Tenancy not specified</td>
<td>3,039</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>378,561</td>
<td>966</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owned with a mortgage</td>
<td>245,271</td>
<td>363</td>
</tr>
<tr>
<td>Owned freehold</td>
<td>61,953</td>
<td>123</td>
</tr>
<tr>
<td>Private tenancy</td>
<td>58,827</td>
<td>63</td>
</tr>
<tr>
<td>Public tenancy</td>
<td>29,961</td>
<td>69</td>
</tr>
<tr>
<td>Tenancy not specified</td>
<td>2,598</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>398,613</td>
<td>627</td>
</tr>
</tbody>
</table>
5 Household tenure

Only the all-cause mortality results are presented for housing tenure – a proxy for asset wealth.

5.1 Restricted cohort univariate results

Some of the odds ratios of all-cause mortality by household tenure shown in Table 34 above were contrary to expectation. If owning your own home (ie, owned with or without a mortgage) is taken as a proxy for asset wealth, then one would expect such people to have a lower mortality risk than people renting (ie, public and private tenants). However, this pattern is not evident among the results in Table 34. Rather, there was tendency for people living in private tenancy dwellings to have a lower odds of mortality than those owning a home with a mortgage, and there was a tendency for people living in public tenancy dwellings to have a higher odds of mortality. If private tenancy were a marker of lower socioeconomic position, then one would have expected them to have a higher risk of mortality than home-owners. Differential residential mobility by tenure is the likely explanation, and is considered further in the next section on bias.

It is interesting to note that the crude risk ratios all suggest a higher mortality for freehold homeowners compared to mortgaged homeowners. However, the age and ethnicity adjusted odds ratios are all near 1.0. This confounding is due to freehold owners tending to be older.

5.2 Possible impact of bias

Formal sensitivity analyses of the likely impact of selection bias, linkage bias and health selection on the association of housing tenure with all-cause mortality are not presented. The results in Table 34 are probably not substantially affected by selection bias or short-term health selection. There are, however, strong reasons to be concerned about linkage bias. Of all the socioeconomic factors considered in this report, housing tenure is probably the one most strongly associated with residential mobility. For all 25–64 year olds combined on the 1991 census, the percentage of people having lived less than two years at their usual residence on census night was:

- 34.9% for mortgaged owners
- 20.6% for freehold owners
- 76.4% for private tenants
- 45.6% for public tenants.

Private tenants are by far the most mobile population, and therefore probably the least likely to be linked upon death to their census record, all else being equal. Thus, there was strong reason to believe that the odds ratios of mortality for private tenants are underestimated in Table 34. Likewise, public tenants were reasonably mobile, and the already elevated odds ratios of mortality for public tenants would probably have been greater again if all deaths had been linked to their census record.
An alternative method to assess the likely linkage bias by housing tenure is to plot the mortality risks for each category of housing tenure over time, ie, the same type of plot as that for assessing the possible impact of health selection used in Appendix C. If greater residential mobility was a particular problem for, say, private tenants, then one would expect the observed mortality risk to diminish steadily over time for that group of people as an increasing proportion of deaths were unable to be liked back to their census record. An inspection of these plots (not shown) suggested that this was probably occurring for 25–44 year old male private tenants, and possibly for both 25–44 and 45–64 year old male public housing tenants.

In conclusion, there was strong evidence of an elevated mortality risk for public tenants compared to mortgaged owners – although it was probably still underestimated. The generally lower mortality risk for private tenants was probably a result of linkage bias.

6 Labour force status

6.1 Restricted cohort univariate results

The odds ratios of all-cause mortality by labour force status are shown in Table 35 below. (The derivation of the five labour force status groups is shown in Figure 4 of this report.) As expected, there was a marked excess mortality risk among the non-labour force (‘seeking or available’, and ‘retired, homemaker, permanently sick, student, etc’). The majority of this elevated mortality risk is undoubtedly due to those in poor health being among the non-labour force (ie, drift health selection).

Perhaps the two findings of note are:

• the unemployed had an approximately 50% increased odds of mortality compared to the full-time employed for each sex by age group, except 45–64 year old females
• the part-time employed had an increased odds of mortality compared to the full-time employed for each sex by age group, except 25–44 year old females.

The association of labour force status with broad causes of death is shown in Table 36 below. A priori, the result of greatest interest was that for unemployment and suicide. For both males and females, unemployment was associated with a notably elevated odds ratio of suicide death compared to full-time employed, with odds ratios of 2.86 (95% CI 1.94 to 4.20) and 2.51 (1.03 to 6.14) for males and females, respectively. Interestingly, part-time employed males also had an elevated odds ratio of suicide death for males (2.20, 1.21 to 1.56), but not part-time employed females (0.62, 0.28 to 1.38). Also, there were substantially elevated odds ratios (with 95% CIs excluding 1.00) of suicide death among both non-labour force categories, for both males and females. Thus, compared to the full-time employed, and excepting part-time employed females, there were elevated odds of suicide death for all non-referent labour force status categories.
Table 35: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by labour force status in the restricted cohort

<table>
<thead>
<tr>
<th>Labour force status</th>
<th>25–44 years</th>
<th>45–64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number Linked deaths</td>
<td>Crude risk ratio</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed</td>
<td>322,701</td>
<td>681</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>13,644</td>
<td>51</td>
</tr>
<tr>
<td>Unemployed (seeking and available)</td>
<td>28,749</td>
<td>87</td>
</tr>
<tr>
<td>Seeking or available †</td>
<td>6,957</td>
<td>30</td>
</tr>
<tr>
<td>Retired, homemaker, permanently sick, student, etc †</td>
<td>23,229</td>
<td>165</td>
</tr>
<tr>
<td>Total</td>
<td>395,280</td>
<td>1014</td>
</tr>
</tbody>
</table>

| **Females**                          |             |             |                          |             |             |                          |             |             |                          |
| Full-time employed                   | 182,637     | 231         | 1.00                      | 1.00        | 88,395      | 534          | 1.00                      | 1.00         |
| Part-time employed                   | 89,802      | 120         | 1.06                      | 1.04 (0.83–1.30) | 45,276      | 345          | 1.26                      | 1.19 (1.04–1.36) |
| Unemployed (seeking and available)   | 23,163      | 39          | 1.33                      | 1.50 (1.07–2.10) | 6,597       | 45           | 1.13                      | 1.05 (0.77–1.43) |
| Seeking or available †               | 10,791      | 30          | 2.20                      | 2.25 (1.51–3.33) | 3,615       | 45           | 2.06                      | 1.73 (1.26–2.37) |
| Retired, homemaker, permanently sick, student, etc † | 106,035 | 234         | 1.74                      | 2.00 (1.66–2.41) | 110,874     | 2082         | 3.11                      | 2.10 (1.89–2.33) |
| Total                                | 412,428     | 654         |                          | 254,757     | 3051        |                          |

† The ‘seeking or available’ include those people that were either available for work, or seeking work, but not both. Both these requirements must be met to be labelled as unemployed (and hence part of the active labour force).
‡ The ‘Retired, homemaker, permanently sick, students, etc’ are all those people that were not employed, and neither seeking nor available for work.

Table 36: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by labour force status in the restricted cohort

<table>
<thead>
<tr>
<th>Category of labour force status</th>
<th>Full-time employed</th>
<th>Part-time employed</th>
<th>Unemployed</th>
<th>Seeking or available</th>
<th>Retired, homemaker, etc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>1.00</td>
<td>951</td>
<td>1.27</td>
<td>(1.04–1.56)</td>
<td>108</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>1.00</td>
<td>168</td>
<td>1.33</td>
<td>(0.86–2.07)</td>
<td>24</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>1.00</td>
<td>972</td>
<td>1.40</td>
<td>(1.15–1.70)</td>
<td>120</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td>1.00</td>
<td>252</td>
<td>0.94</td>
<td>(0.54–1.65)</td>
<td>15</td>
</tr>
<tr>
<td>Suicide</td>
<td>1.00</td>
<td>150</td>
<td>2.20</td>
<td>(1.33–3.64)</td>
<td>18</td>
</tr>
<tr>
<td>All causes</td>
<td>1.00</td>
<td>2565</td>
<td>1.37</td>
<td>(1.21–1.56)</td>
<td>285</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>1.00</td>
<td>480</td>
<td>1.20</td>
<td>(1.04–1.39)</td>
<td>309</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>1.00</td>
<td>60</td>
<td>1.00</td>
<td>(0.64–1.54)</td>
<td>30</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>1.00</td>
<td>144</td>
<td>1.11</td>
<td>(0.85–1.45)</td>
<td>84</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td>1.00</td>
<td>39</td>
<td>1.05</td>
<td>(0.61–1.79)</td>
<td>18</td>
</tr>
<tr>
<td>Suicide</td>
<td>1.00</td>
<td>27</td>
<td>0.62</td>
<td>(0.28–1.38)</td>
<td>9</td>
</tr>
<tr>
<td>All causes</td>
<td>1.00</td>
<td>765</td>
<td>1.16</td>
<td>(1.03–1.30)</td>
<td>462</td>
</tr>
</tbody>
</table>

† The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.
There was an elevated risk of cardiovascular disease mortality among all non-referent groups (Table 36). Some of the elevation among the non-active labour force may be due to health selection. Also, some of the elevation among all non-referent groups may be due to confounding/mediation by other socioeconomic factors – this will be investigated further in the multivariate analyses presented in Section 9 of this chapter. It is tantalising to speculate that some of the elevated cardiovascular disease mortality risk may be attributable to psychosocial pathways – this too will be pursued in Section 9.

A general finding of note in Table 36 was an elevated risk of mortality among the two non-labour force categories for all causes of death. However, the elevation was least for injury deaths, consistent with much, but not all, of the elevated risk of mortality among the non-labour force being due to health selection.

6.2 Possible impact of bias

There was no evidence of selection bias affecting analyses of the association of labour force status with mortality on the restricted cohort. It was not possible to conduct a direct assessment of the likely impact of linkage bias. However, it was likely that any linkage bias would have caused an underestimate of the odds ratios for the unemployed, part-time employed, and non-labour force compared to the full-time employed. The reason is that the increased residential mobility and lower socioeconomic position of these labour force groups are likely to be associated with a reduced probability of being linked to a census record.

The elevated mortality among the non-labour force is, in large part at least, due to health selection (see Appendix C, Section 4.1 for a detailed sensitivity analysis). Both the unemployed and the part-time employed had elevated mortality risks compared to the full-time employed. While this elevation may be the result of confounding (and will be assessed later in the multivariate analyses), the analyses here strongly suggest that it was not due to health selection.

7 Occupational class

Occupational class analyses presented a challenge due to only current occupation being available on the census. The unlinked occupational class analyses by Pearce and colleagues', however, provide a useful point of comparison (Davis et al 1999a; Kawachi et al 1991; Marshall et al 1993; Pearce and Bethwaite 1997; Pearce et al 1983a; Pearce et al 1983b; Pearce et al 1984; Pearce et al 1985; Pearce and Howard 1986; Pearce et al 1991; Pearce et al 1993). The objectives of this section, therefore, are to measure the association of occupational class (based on current occupation) with mortality in the NZCMS.
Extensive sensitivity analyses are presented in Appendix C (Section 5) with the objectives of:

- assessing the likely impact of health selection on the occupational class mortality gradients observed in the NZCMS
- comparing and contrasting the results from unlinked analyses (ie, as done by Pearce and colleagues) and results using the NZCMS, with particular attention to identifying sources of numerator–denominator bias that may be affecting unlinked analyses.

One objective of the NZCMS is to include occupational class analyses in multivariate analyses, but it is a limited exercise due to many people having no occupation in the restricted cohort and the availability of current occupation only on census data. Thus, to maximise numbers the univariate results by occupational class in this section are presented for all those census respondents with an occupational class – not just those in the restricted cohort.

For the occupational class analyses, only deaths in the second and third year of follow-up were included. Three reasons contributed to this decision. First, when plotting the mortality risks over time for 45-64 year old males there was evidence of differential health selection acting on occupational class 6 in both the first and second six months of follow-up (presented in Appendix C, Section 5.4.1). Second, occupation on the census was that in the last four weeks. Discarding deaths in the first year for occupational class analyses meant a time-lag between exposure ascertainment and outcome of at least one year. By comparison, income on the census was that for the year prior to census night, making the exposure ascertainment period at least 6 to 18 months prior to the death event when deaths in the first six months were excluded. Thus, excluding deaths in the first year for occupational class analyses gave a roughly comparable ‘average’ minimum time-lag between exposure ascertainment and outcome as that for income analyses excluding deaths in the first six months of follow-up. Third, there were problems with the coding of occupation on the mortality data for all of 1991. These problems caused a large overestimate of occupational class 1 deaths and a large underestimate of occupational class 5 deaths. While the same coding problems did not affect census data, it was parsimonious to include the same period of follow-up for occupational class as that available for the analysis of linkage bias by occupational class.

### 7.1 Full cohort univariate results

Occupational class mortality gradients for all-cause mortality, for males and females aged 25–44 and 45–64 years, are shown in Table 37 below. Confidence intervals are presented for the age and ethnicity adjusted odds ratios only, using NZSEI class 4 (the largest) as the reference group. Both the age and ethnicity and age-only adjusted odds ratios are presented with NZSEI class 1 as the reference group to aid interpretation and comparison with the results of Pearce and colleagues.

The results for females should be treated with considerable caution. 39.6% and 50.6% of the 25–44 and 45–64 year old female cohort, respectively, had no current occupational class. Moreover, 54.2% and 73.1%, respectively, of the deaths had no current occupation on census night. These caveats issued, there was some suggestion of a gradient among females with lower occupational classes having higher mortality.
The results for males were more robust. The majority of the cohort had a current occupational class (81.0% and 69.4% of 25–44 and 45–64 year olds, respectively), and 68.9% and 43.3% of 25–44 and 45–64 year old deaths, respectively, had a current occupation on census night. There was an approximately two thirds greater mortality risk among occupational class 6 compared to class 1 for both age groups when adjusting for age only. This excess mortality risk fell to approximately 50% for both age-groups after adjusting additionally for ethnicity.

Table 37: All-cause mortality by NZSEI occupational class in the full cohort, crude risk ratios and age/ethnicity and age only adjusted odds ratio

<table>
<thead>
<tr>
<th>NZSEI occupational class</th>
<th>25–44 years</th>
<th>45–64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Census number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>42,435</td>
<td>66</td>
</tr>
<tr>
<td>2</td>
<td>50,619</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>87,087</td>
<td>123</td>
</tr>
<tr>
<td>4</td>
<td>86,682</td>
<td>147</td>
</tr>
<tr>
<td>5</td>
<td>74,835</td>
<td>171</td>
</tr>
<tr>
<td>6</td>
<td>27,801</td>
<td>69</td>
</tr>
<tr>
<td>Farmers</td>
<td>40,809</td>
<td>61</td>
</tr>
<tr>
<td>Total</td>
<td>410,268</td>
<td>729</td>
</tr>
<tr>
<td>No occupation</td>
<td>96,114</td>
<td>330</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>22,974</td>
<td>21</td>
</tr>
<tr>
<td>2</td>
<td>43,905</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>58,713</td>
<td>54</td>
</tr>
<tr>
<td>4</td>
<td>77,304</td>
<td>78</td>
</tr>
<tr>
<td>5</td>
<td>46,584</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>43,137</td>
<td>51</td>
</tr>
<tr>
<td>Farmers</td>
<td>20,808</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>313,425</td>
<td>324</td>
</tr>
<tr>
<td>No occupation</td>
<td>207,972</td>
<td>384</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in five-year age groups and ethnicity trichotomised as Maori, Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.

Table 38: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by current occupational class in the full cohort – males

<table>
<thead>
<tr>
<th>Classes 1 and 2</th>
<th>Classes 3 and 4</th>
<th>Classes 5 and 6</th>
<th>Deaths among:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>Deaths</td>
<td>(95% CI)</td>
</tr>
<tr>
<td>Cancer</td>
<td>1.00</td>
<td>210</td>
<td>1.83 (0.87–2.23)</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>1.00</td>
<td>30</td>
<td>1.34 (0.87–2.05)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>1.00</td>
<td>198</td>
<td>1.19 (1.00–1.40)</td>
</tr>
<tr>
<td>Injury</td>
<td>1.00</td>
<td>48</td>
<td>1.04 (0.73–1.48)</td>
</tr>
<tr>
<td>Suicide</td>
<td>1.00</td>
<td>27</td>
<td>1.12 (0.71–1.77)</td>
</tr>
<tr>
<td>All</td>
<td>1.00</td>
<td>537</td>
<td>1.09 (0.98–1.21)</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.
The associations of occupational class with broad groupings of cause-specific mortality are shown in Table 38 above, for 25–64 year old males combined. Note first, though, the percentage of deaths that had no current occupational class on census night (last column of Table 38). 53% of all deaths had no occupation (and hence no occupational class) on census night, but this percentage was only 30% for injury deaths. This reduction for injury deaths is consistent with less health selection out of the labour force prior to death when the cause of death is sudden. Consequently, there would have been less opportunity for differential health selection to bias the injury gradient than, say, the cancer gradient. (Some of the percentage difference for injury deaths would have also been due to age at death.) However, the male cause of death mortality gradients by occupational class in Table 38 are similar to those for small area deprivation, highest qualification, and household income (Tables 27, 31, and 40 respectively). If differential health selection was having a large impact on the occupational mortality gradients in the NZCMS, one would expect a notable flattening of the cancer and cardiovascular disease death gradients, yet there were still notable gradients by these causes of death as shown in Table 38. However, the exclusion of the non-labour force reduced the deprivation mortality gradients for male cancer and cardiovascular disease deaths more so than for injury and suicide deaths, arguing the possibility of some differential health selection taking place (Appendix C) – although the evidence was not convincing.

7.2 Possible impact of bias and conclusion

The analyses of the association of occupational class with mortality in the NZCMS were limited by the availability of current occupation only. However, based on the extensive sensitivity analyses presented in Appendix C it was reasonable to conclude that:

- there was an occupational class mortality gradient in the expected direction for both males and females aged 25–64 years, although only weakly for females
- compared to male occupational mortality gradients by usual occupation, the gradients observed in the NZCMS by current occupation were probably an underestimate – particularly for 45–64 year old males
- it was unclear whether the shallower gradient for current occupational class compared to usual occupational class was due to health selection or confounding/mediation by the range of variables that labour force status may be a proxy for. The plots of mortality risk over time for current occupational class suggested that differential health selection had largely worn-off after the first year of follow-up
- the occupational class mortality gradient by current occupation observed in the NZCMS was steeper among 25–44 year old males compared to 45–64 year old males. However, if usual occupation data were available there would probably have been little difference in the gradient between the two age groups.

If we wish to use the occupational class results above based on current occupation as estimates of the gradient by usual/last occupational class, then perhaps the best conclusion is that the male occupational class mortality gradients for cancer and cardiovascular disease are probably somewhat underestimated, as a result of both:

- differential health selection, (to a small extent)
- confounding/mediation by (current) labour force status.
8 Equivalised household income

8.1 Restricted cohort univariate results

Table 32 presents the distribution of the 25–64 year old restricted cohort by equivalised household income, and the crude risk ratios and age and ethnicity adjusted odds ratios of all-cause mortality by income. The associations of equivalised household income with all-cause mortality were indisputably strong and (usually) monotonic gradient (Figure 15). The gradient was strongest among males, being an approximate doubling in mortality risk for low income compared to high income.

Figure 15: Age and ethnicity adjusted odds ratios of all-cause mortality by equivalised household income

Note: Error bars are 95% confidence intervals.
Table 39: All-cause mortality age and ethnicity adjusted odds ratio (95% CI) by equivalised household income in the restricted cohort

<table>
<thead>
<tr>
<th>Equivalised household income</th>
<th>25-44 years</th>
<th>45-64 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Linked deaths</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ $70,000</td>
<td>49,026</td>
<td>87</td>
</tr>
<tr>
<td>$50,000-$69,999</td>
<td>60,186</td>
<td>117</td>
</tr>
<tr>
<td>$40,000-$49,999</td>
<td>58,062</td>
<td>117</td>
</tr>
<tr>
<td>$30,000-$39,999</td>
<td>66,033</td>
<td>168</td>
</tr>
<tr>
<td>$25,000-$29,999</td>
<td>35,994</td>
<td>99</td>
</tr>
<tr>
<td>$20,000-$24,999</td>
<td>47,556</td>
<td>138</td>
</tr>
<tr>
<td>$15,000-$19,999</td>
<td>36,849</td>
<td>126</td>
</tr>
<tr>
<td>$10,000-$14,999</td>
<td>28,299</td>
<td>102</td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>13,272</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>395,277</td>
<td>1011</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ $70,000</td>
<td>46,002</td>
<td>60</td>
</tr>
<tr>
<td>$50,000-$69,999</td>
<td>54,585</td>
<td>75</td>
</tr>
<tr>
<td>$40,000-$49,999</td>
<td>55,581</td>
<td>78</td>
</tr>
<tr>
<td>$30,000-$39,999</td>
<td>64,392</td>
<td>90</td>
</tr>
<tr>
<td>$25,000-$29,999</td>
<td>32,784</td>
<td>66</td>
</tr>
<tr>
<td>$20,000-$24,999</td>
<td>50,439</td>
<td>72</td>
</tr>
<tr>
<td>$15,000-$19,999</td>
<td>44,298</td>
<td>72</td>
</tr>
<tr>
<td>$10,000-$14,999</td>
<td>43,431</td>
<td>96</td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>20,913</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>412,425</td>
<td>651</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in five-year age groups and ethnicity specified as Maori, Pacific Island, and the Rest. Raw numbers are random rounded to the nearest multiple of three as per SNZ protocol.
### Table 40: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by equivalised household income in the restricted cohort – males

<table>
<thead>
<tr>
<th>Category of equivalised household income</th>
<th>≥$50,000</th>
<th>$30,000–$49,999</th>
<th>$20,000–$29,999</th>
<th>&lt;$20,000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OR (95% CI)</strong></td>
<td>Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.61 (0.53–0.69)</td>
<td>390</td>
<td>0.81 (0.72–0.91)</td>
<td>603</td>
</tr>
<tr>
<td>Colorectal</td>
<td>0.85 (0.63–1.15)</td>
<td>90</td>
<td>1.04 (0.79–1.37)</td>
<td>123</td>
</tr>
<tr>
<td>Lung ‡</td>
<td>0.39 (0.29–0.52)</td>
<td>66</td>
<td>0.59 (0.46–0.75)</td>
<td>117</td>
</tr>
<tr>
<td>Prostate ‡</td>
<td>0.43 (0.24–0.77)</td>
<td>15</td>
<td>0.67 (0.42–1.07)</td>
<td>30</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>0.43 (0.38–0.49)</td>
<td>363</td>
<td>0.63 (0.56–0.70)</td>
<td>627</td>
</tr>
<tr>
<td>IHD</td>
<td>0.44 (0.38–0.51)</td>
<td>276</td>
<td>0.64 (0.57–0.73)</td>
<td>471</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>0.36 (0.24–0.55)</td>
<td>33</td>
<td>0.64 (0.46–0.88)</td>
<td>69</td>
</tr>
<tr>
<td>Infection and pneumonia</td>
<td>0.90 (0.52–1.54)</td>
<td>27</td>
<td>0.99 (0.60–1.64)</td>
<td>39</td>
</tr>
<tr>
<td>Respiratory ‡</td>
<td>0.23 (0.14–0.37)</td>
<td>18</td>
<td>0.34 (0.23–0.50)</td>
<td>39</td>
</tr>
<tr>
<td>COPD ‡</td>
<td>0.18 (0.09–0.34)</td>
<td>12</td>
<td>0.37 (0.24–0.58)</td>
<td>30</td>
</tr>
<tr>
<td>Unintentional injury</td>
<td>0.43 (0.31–0.60)</td>
<td>57</td>
<td>0.72 (0.54–0.94)</td>
<td>108</td>
</tr>
<tr>
<td>Road traffic crash</td>
<td>0.50 (0.32–0.80)</td>
<td>30</td>
<td>0.81 (0.55–1.19)</td>
<td>57</td>
</tr>
<tr>
<td>Other unintentional</td>
<td>0.37 (0.23–0.60)</td>
<td>27</td>
<td>0.63 (0.43–0.94)</td>
<td>51</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.44 (0.32–0.62)</td>
<td>57</td>
<td>0.57 (0.42–0.78)</td>
<td>81</td>
</tr>
<tr>
<td>Homicide, intentional injury</td>
<td>0.31 (0.11–0.92)</td>
<td>**</td>
<td>0.33 (0.12–0.91)</td>
<td>**</td>
</tr>
<tr>
<td>Other</td>
<td>0.25 (0.18–0.34)</td>
<td>48</td>
<td>0.42 (0.32–0.54)</td>
<td>96</td>
</tr>
<tr>
<td>All causes</td>
<td>0.46 (0.43–0.50)</td>
<td>975</td>
<td>0.65 (0.61–0.70)</td>
<td>1596</td>
</tr>
</tbody>
</table>

† The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.

‡ Only age-group 45–64 included in analysis.

** Number of deaths suppressed due to small cell size.
Table 41: Cause-specific mortality age and ethnicity adjusted odds ratios (95% CI) by equivalised household income in the restricted cohort - females

<table>
<thead>
<tr>
<th>Category of equivalised household income</th>
<th>≥$50,000</th>
<th>$30,000–$49,999</th>
<th>$20,000–$29,999</th>
<th>&lt;$20,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
<td>OR (95% CI)</td>
<td>Deaths</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.86 (0.75–0.98)</td>
<td>390</td>
<td>0.91 (0.81–1.02)</td>
<td>531</td>
</tr>
<tr>
<td>Colorectal</td>
<td>1.23 (0.90–1.67)</td>
<td>81</td>
<td>0.81 (0.59–1.12)</td>
<td>72</td>
</tr>
<tr>
<td>Lung ‡</td>
<td>0.40 (0.26–0.62)</td>
<td>27</td>
<td>0.65 (0.47–0.89)</td>
<td>60</td>
</tr>
<tr>
<td>Breast</td>
<td>1.08 (0.82–1.41)</td>
<td>108</td>
<td>1.00 (0.78–1.29)</td>
<td>126</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>0.38 (0.30–0.47)</td>
<td>96</td>
<td>0.55 (0.46–0.65)</td>
<td>189</td>
</tr>
<tr>
<td>IHD</td>
<td>0.27 (0.19–0.38)</td>
<td>42</td>
<td>0.44 (0.34–0.56)</td>
<td>90</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>0.71 (0.48–1.07)</td>
<td>39</td>
<td>0.85 (0.61–1.21)</td>
<td>60</td>
</tr>
<tr>
<td>Infection and pneumonia</td>
<td>0.71 (0.28–1.77)</td>
<td>6</td>
<td>1.27 (0.63–2.56)</td>
<td>18</td>
</tr>
<tr>
<td>Respiratory ‡</td>
<td>0.20 (0.11–0.38)</td>
<td>12</td>
<td>0.31 (0.20–0.48)</td>
<td>27</td>
</tr>
<tr>
<td>COPD ‡</td>
<td>0.18 (0.09–0.37)</td>
<td>9</td>
<td>0.30 (0.18–0.51)</td>
<td>18</td>
</tr>
<tr>
<td>Intentional injury</td>
<td>0.38 (0.22–0.67)</td>
<td>18</td>
<td>0.56 (0.35–0.88)</td>
<td>30</td>
</tr>
<tr>
<td>Road traffic crash</td>
<td>0.54 (0.29–1.01)</td>
<td>15</td>
<td>0.47 (0.26–0.86)</td>
<td>15</td>
</tr>
<tr>
<td>Other unintentional</td>
<td>0.12 (0.03–0.53)</td>
<td>6</td>
<td>0.70 (0.34–1.43)</td>
<td>12</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.50 (0.27–0.91)</td>
<td>18</td>
<td>0.63 (0.37–1.07)</td>
<td>24</td>
</tr>
<tr>
<td>Homicide, intentional injury</td>
<td>0.12 (0.01–0.97)</td>
<td>**</td>
<td>0.30 (0.08–1.15)</td>
<td>**</td>
</tr>
<tr>
<td>Other</td>
<td>0.43 (0.31–0.61)</td>
<td>45</td>
<td>0.57 (0.43–0.75)</td>
<td>75</td>
</tr>
<tr>
<td>All causes</td>
<td>0.60 (0.54–0.66)</td>
<td>585</td>
<td>0.70 (0.64–0.76)</td>
<td>897</td>
</tr>
</tbody>
</table>

Note: The odds ratios are from a logistic regression model with age in 10-year age groups and ethnicity dichotomised as Maori and Pacific Island, and the Rest. Numbers of deaths are random rounded to the nearest multiple of three as per SNZ protocol, but odds ratios are calculated with exact data.

‡ Only age-group 45-64 included in analysis.

** Number of deaths all small resulting in release by SNZ as 6 in each cell (ie, the smallest possible number released by SNZ in the NZCMS).

Cause-specific mortality odds ratios are presented in Tables 40 and 41. The income gradients by cause of death are remarkably similar to those for education (Tables 31 and 32) and small area deprivation (Tables 28 and 29) – particularly small area deprivation.

However, one general observation is noteworthy – the similarity of the income mortality gradient by cause of death comparing males and females. For example, the income mortality gradients for lung cancer, cardiovascular disease, respiratory, unintentional injury, and suicide are very similar for males and females. This finding supports the conclusion of other researchers (Koskinen and Martelin 1994) that the weaker socioeconomic gradient usually observed for female all-cause mortality is a function of the different causes of death for males and females. That is, females are more likely to die of cancer which has a weaker gradient for both sexes.

8.2 Possible impact of bias and conclusion

There was a strong univariate association of equivalised household income with all-cause mortality, and most specific causes of mortality. These associations were probably not greatly affected by selection bias, and somewhat underestimated due to linkage bias (see Appendix C).
The two major difficulties for the income analyses were determining: a) whether health selection affected the income–mortality gradients, and b) what was causing the income–mortality gradients to decrease dramatically following the exclusion of the non-active labour force.

Theoretically, there are two possible types of health selection: drift health selection and differential health selection. Further, we would only expect health selection to operate for causes of death where a period of poor health is common before death (e.g., cancer and cardiovascular disease). Finally, health selection has been framed as being a bias over the short-term (i.e., a couple of years). The mortality risk plots over time in Appendix C found some evidence of differential health selection for the association of income with cancer among males, but not for the association of income with other causes of death. Regarding drift health selection, there was some occasional evidence from the mortality risk plots and exclusions of sickness beneficiaries and pre-hospitalised deaths, but it was patchy, inconsistent, and not usually notably different from the ‘baseline’ NZDep91 and education analyses. Thus, the tests of health selection did not strongly suggest health selection over the short term.

How can this conclusion that the income–mortality association was little affected by health selection be reconciled with the larger reductions in the income–mortality gradient following exclusion of the non-active labour force than for NZDep91 and highest qualification?

There are five possible ways that excluding the non-active labour force might decrease the income–mortality association:

1. **Drift health selection, whereby labour force status is a proxy for health status.** While the above sensitivity analyses suggested little drift health selection by income in the short-term, it may be that:
   - the ‘tests’ for short-term drift health selection used were too crude
   - drift health selection was acting over a longer period than the three years observable in the NZCMS
   - while short-term drift health selection of the income–mortality association was modest, it was enough in combination with the reasons listed below to drive the income–mortality association further to the null that the associations of other socioeconomic factors with mortality.

2. **Differential health selection, whereby labour force status is a proxy for health status.** This may also have been one reason, but certainly not the major reason as discussed above. Also, differential health selection, if present, should apply to all socioeconomic factors – not just income.

3. **Confounding by labour force status** (by means other than short-term drift health selection). Such confounding was undoubtedly occurring, and for good reason given the strong correlation between labour force status and income. But if confounding was the major reason for the reduction of the income-gradient, more notable reductions would have been expected for the injury (and suicide) gradients – not just for the cancer and cardiovascular disease gradients.
4 As a proxy for health status – an intermediary variable between income and mortality. This mechanism is different from drift health selection, where health status actually influences the socioeconomic factor of interest (ie, reverse causation). Rather, this possible mechanism is common to all socioeconomic factors, and involves over-controlling the association of a socioeconomic factor with mortality by the inclusion of a proxy for an intermediary variable (ie, health status. It is not clear why this mechanism would reduce the income gradient more than, say, the education gradient).

5 Effect modification of the income–mortality gradient by labour force status by mechanisms other than differential health selection, such that the gradient is weaker among the active labour force. It is not clear why this mechanism should be more important for income than other socioeconomic factors.

On balance, and putting aside the fifth reason, it seems likely that a combination of the first four reasons explains why the income gradient diminishes dramatically when excluding the non-active labour force. There was a similar pattern of varying reduction in the cause-specific mortality gradients by NZDep91 (Appendix C) – although not as marked as that for income. Thus, a moderate variation in the mix of the first four reasons between NZDep91 and income may have been enough to make the difference. It is interesting to speculate that a modest amount of drift health selection for income, either over a period longer than three years or simply not reliably detected by the sensitivity analyses in this report, may be enough to make the difference between the NZDep91 and income analyses. However, it is impossible to be more precise in drawing conclusions.

9 Multivariate results

Education, income, labour force status and car access were included as independent variables in the multivariate analyses. Housing tenure was not included due to the likely substantive linkage bias, and occupational class was not included due to both health selection effects and many missing observations. The multivariate results for all-cause mortality are better understood after considering the cause-specific results, because different patterns were observed with different causes of death.

An initial framework or causal diagram of the association of education, income, labour force status and car access with mortality was presented earlier in this report (Figure 3). However, for the reasons discussed in the previous section, controlling for labour force status in multivariate analyses makes interpretation difficult – particularly for interpreting the association of income with mortality. There are some advantages controlling for labour force status in the assessment of the socioeconomic mortality gradients, including controlling for confounding by labour force status and (for income) adjusting for drift health selection. Regarding the disadvantages, controlling for labour force status may be over-control due to labour force status being a proxy for health status (but this should be true for all socioeconomic factors), and differential health selection may cause a underestimate of the income–mortality gradient. Accordingly, labour force status has been included in final ‘exploratory’ models. Otherwise, the three remaining socioeconomic factors were included in the order suggested by the framework in Figure 3: education, car access, and household income.
Linkage and selection biases have been quantified as best as possible for the univariate results in this report (Appendix). How such biases will affect the multivariate results is uncertain. It might be expected that as more socioeconomic factors are introduced, the biases for each socioeconomic factor would become less substantial (as the bias is distributed across a greater number of socioeconomic factors). Perhaps more importantly the relative changes in the association of each socioeconomic factor with mortality following the inclusion of other socioeconomic factors would not be expected to be substantially affected by linkage and selection biases. Thus, it is assumed that it is possible to make unbiased (ie, free of linkage and selection bias) comparisons of the relative association of each socioeconomic factor with mortality following stepwise inclusion of other socioeconomic factors.

Misclassification bias of socioeconomic factors would have caused underestimation of the univariate results presented in previous sections. In the multivariate analyses, misclassification bias also reduces the ability to control for confounding/mediation by variables. Quantitative sensitivity analyses have not been conducted into such effects of misclassification bias in the multivariate analyses in the NZCMS, but qualitative interpretations have been made regarding the impact of misclassification bias on the results reported below.

### 9.1 Cause-specific mortality

The multivariate results for the four aggregated causes of death (cancer, cardiovascular disease, unintentional injury and suicide) are presented in Tables 42–45 below. Analyses were conducted separately by sex, but 25–44 and 45–64 year olds were combined.

The first column in each table merely reproduces the univariate results reported previously in this report for education and household income. Cause-specific results for labour force status were previously presented using a five-category variable; here they are reported for a three-category variable (employed, unemployed and non-labour force). Cause-specific mortality results for car access were not previously reported. In addition to the odds ratios by category, relative indices of inequality (RIIs) for income and education are also presented. The rationale, method, and interpretation of the RII was described in Section 4.3.1 of the Methods chapter. Briefly, the RII is an estimate of the relative risk of mortality for the hypothetical person of lowest socioeconomic position compared to the hypothetical person of highest socioeconomic position. Using RIIs assumes socioeconomic factors simply rank individuals in society, and that this rank position is linearly associated with mortality risk. This latter assumption was well satisfied for income, but not strictly correct for education where the association was more of a stepped function: low mortality risk for tertiary educated, high mortality risk for nil education, and intermediary for the rest. Thus, the RII for the univariate association of education must be treated with caution, however it does assist comparison between models of how much of the association of education with mortality is ‘explained’ by controlling for other socioeconomic factors. It is inappropriate to calculate RIIs for labour force status as it is not an ordinal categorical variable. Regarding car access, RIIs were not calculated as the association was not linear against ranking in society.
The second column in each of Tables 42–45 presents the odds ratios and RIIs for income and education, controlled for each other. The third column presents the results for income, education and car access controlled for each other. Finally, the fourth column presents results from models also including labour force status.

9.1.1 Cancer

The multivariate results for cancer mortality are presented in Table 42 below.

9.1.1.1 Education as exposure of interest

There was a modest univariate association of education with cancer mortality, with an RII of 1.49 for males and 1.32 for females. Previous analyses in this report suggested that much of this association was due to lung cancer (Tables 31 and 32). The RII among males was reduced by 43% following control for the possible confounder/intermediary income, but did not change substantially following further control for car access and labour force status. As income and car access (and material factors as an underlying construct) were undoubtedly measured with error, the percentage attribution of the education-mortality association to mediation/confounding by these two variables would have actually been greater than 43%. The RII for females reduced somewhat following control for each of the other socioeconomic factors – but the association was modest to start with.

9.1.1.2 Household income as exposure of interest

There was a strong and monotonic univariate association of income with male cancer mortality, with an RII of 1.94. Previous analyses in this report found that the variables education and small area deprivation were only notably associated with lung cancer mortality, whereas income was also notably associated with male prostate cancer (Table 40). The association of income with male cancer mortality is only modestly reduced following control for education (RII 1.82) and then car access (RII 1.71), but weakens substantially following the control for labour force status (RII 1.19). This latter RII is unreliable due to a non-linear pattern of the odds ratios, making it more sensible to conclude that there is no residual association of income with cancer mortality. For females, the univariate association is weaker (RII 1.25), and is not dramatically changed following control for labour force status. As labour force status is a proxy for health status and males would often have been the major income earners in the household, the reduction for the male income–mortality association (but less so for females) was suggestive of health selection.

Considering both the sensitivity analyses and the univariate results presented in Appendix C of this report together with the multivariate results, it seems reasonable to conclude that:

- the strong univariate association of income with male cancer mortality is in part due to health selection
- any residual association of income with cancer after allowing for health selection:
  - is probably mostly due to the association with lung cancer
  - is in part confounded by education (a prior variable in the causal model).
### Table 42: Cancer mortality univariate and multivariate odds ratios (95% CI) for 25–64 year olds in the restricted cohort

<table>
<thead>
<tr>
<th>Socioeconomic variables included in logistic regression model</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.74 (0.65–0.85)</td>
<td>0.83 (0.72–0.96)</td>
<td>0.84 (0.73–0.96)</td>
<td>0.84 (0.73–0.97)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.79 (0.71–0.88)</td>
<td>0.82 (0.73–0.91)</td>
<td>0.82 (0.74–0.92)</td>
<td>0.83 (0.75–0.93)</td>
</tr>
<tr>
<td>School</td>
<td>0.84 (0.74–0.96)</td>
<td>0.88 (0.77–1.00)</td>
<td>0.88 (0.77–1.00)</td>
<td>0.88 (0.77–1.00)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>RII for education</td>
<td>1.49</td>
<td>1.28</td>
<td>1.27</td>
<td>1.26</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.61 (0.53–0.69)</td>
<td>0.64 (0.55–0.73)</td>
<td>0.67 (0.58–0.77)</td>
<td>0.91 (0.78–1.06)</td>
</tr>
<tr>
<td>$30,000–$49,999</td>
<td>0.81 (0.72–0.91)</td>
<td>0.82 (0.73–0.92)</td>
<td>0.86 (0.76–0.97)</td>
<td>1.10 (0.96–1.25)</td>
</tr>
<tr>
<td>$20,000–$29,999</td>
<td>0.89 (0.78–1.00)</td>
<td>0.89 (0.79–1.01)</td>
<td>0.92 (0.81–1.04)</td>
<td>1.05 (0.92–1.19)</td>
</tr>
<tr>
<td>&lt; $20,000</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>RII for income</td>
<td>1.94</td>
<td>1.82</td>
<td>1.71</td>
<td>1.19</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1 car</td>
<td>1.19 (1.09–1.31)</td>
<td></td>
<td>1.10 (1.00–1.21)</td>
<td>1.06 (0.96–1.16)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.48 (1.23–1.78)</td>
<td></td>
<td>1.27 (1.05–1.54)</td>
<td>1.15 (0.95–1.39)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.24 (0.99–1.56)</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.01 (1.82–2.23)</td>
<td></td>
<td></td>
<td>1.92 (1.72–2.15)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.81 (0.72–0.92)</td>
<td>0.83 (0.73–0.95)</td>
<td>0.84 (0.73–0.95)</td>
<td>0.88 (0.77–1.00)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.88 (0.75–1.02)</td>
<td>0.89 (0.76–1.04)</td>
<td>0.89 (0.76–1.04)</td>
<td>0.93 (0.80–1.08)</td>
</tr>
<tr>
<td>School</td>
<td>0.85 (0.75–0.95)</td>
<td>0.86 (0.76–0.96)</td>
<td>0.86 (0.76–0.96)</td>
<td>0.87 (0.77–0.98)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>RII for education</td>
<td>1.32</td>
<td>1.27</td>
<td>1.26</td>
<td>1.17</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.86 (0.75–0.98)</td>
<td>0.90 (0.78–1.03)</td>
<td>0.94 (0.81–1.08)</td>
<td>1.08 (0.93–1.26)</td>
</tr>
<tr>
<td>$30,000–$49,999</td>
<td>0.91 (0.81–1.02)</td>
<td>0.93 (0.82–1.04)</td>
<td>0.96 (0.85–1.09)</td>
<td>1.08 (0.95–1.23)</td>
</tr>
<tr>
<td>$20,000–$29,999</td>
<td>0.99 (0.88–1.13)</td>
<td>1.00 (0.88–1.13)</td>
<td>1.03 (0.90–1.16)</td>
<td>1.09 (0.96–1.24)</td>
</tr>
<tr>
<td>&lt; $20,000</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>RII for income</td>
<td>1.25</td>
<td>1.18</td>
<td>1.11</td>
<td>0.91</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1 car</td>
<td>1.10 (1.00–1.21)</td>
<td></td>
<td>1.08 (0.97–1.19)</td>
<td>1.07 (0.97–1.18)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.22 (1.03–1.45)</td>
<td></td>
<td>1.16 (0.97–1.39)</td>
<td>1.13 (0.94–1.36)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.00</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.88 (0.63–1.22)</td>
<td></td>
<td></td>
<td>0.88 (0.63–1.22)</td>
</tr>
</tbody>
</table>

Note: All odds ratios are adjusted for ethnicity and 10-year age group.
9.1.1.3 Car access as exposure of interest

The association of car access, as a proxy for asset wealth, with cancer was modest. The univariate odds ratio for nil car access compared to two or more cars for males is 1.48 (1.23 to 1.78), and reduces to 1.15 (0.95 to 1.39) controlling for other socioeconomic factors. For females, the odds ratio reduced from 1.22 (1.03 to 1.45) to 1.13 (0.94 to 1.36). Presuming that car access, and underlying asset wealth, are influenced by education and income (rather than the other way around), then the unconfounded association of car access with cancer mortality appears negligible.

9.1.1.4 Labour force status as exposure of interest

Unemployed males had a 24% greater univariate odds of cancer mortality than employed males, although the 95% confidence interval about the odds ratio just included 1.0 (0.99 to 1.56). Previous analyses in this PhD found that this elevated odds of cancer mortality among unemployed males was due to lung cancer mortality (Table 36). Relatively little of this association was explained by confounding/mediation by income, education and car access (OR 1.20, 95% CI 0.95 to 1.51). There was no excess univariate odds of cancer mortality among unemployed females (OR 0.88, 0.63 to 1.22), and the odds ratio did not alter following control for the other socioeconomic factors.

Males among the non-labour force had twice the univariate odds of cancer mortality than employed males (OR 2.01, 1.82 to 2.23), and females among the non-labour force had an odds ratio of 1.52 (1.37 to 1.68). These odds ratios changed little following control for other socioeconomic factors, and almost certainly represent drift health selection; people with terminal cancer tend to move out of the labour force prior to death.

9.1.2 Cardiovascular disease

The results for cardiovascular disease mortality are presented in Table 43 below.

9.1.2.1 Education as exposure of interest

The univariate association of highest qualification with cardiovascular disease mortality was stronger among females than males, with RIIs of 2.94 and 1.90 respectively. Mediation by income and car access explained a third to half of this association, and would have presumably been a greater fraction if not for inevitable measurement error of income and car access. Control for labour force status (a proxy for the intermediary variable health status and other pathway mechanisms in this instance) did not alter the association for males and only reduced the gradient modestly for females.
Table 43: Cardiovascular disease mortality univariate and multivariate odds ratios (95% CI) for +25–64 year olds in the restricted cohort

<table>
<thead>
<tr>
<th>Socioeconomic variables included in logistic regression model</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.57 (0.49-0.65)</td>
<td>0.68 (0.59-0.79)</td>
<td>0.70 (0.60-0.80)</td>
<td>0.70 (0.61-0.81)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.80 (0.72-0.88)</td>
<td>0.85 (0.77-0.94)</td>
<td>0.87 (0.79-0.96)</td>
<td>0.88 (0.80-0.98)</td>
</tr>
<tr>
<td>School</td>
<td>0.70 (0.62-0.80)</td>
<td>0.75 (0.66-0.85)</td>
<td>0.75 (0.66-0.86)</td>
<td>0.76 (0.67-0.86)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for education</td>
<td>1.90</td>
<td>1.51</td>
<td>1.46</td>
<td>1.44</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.43 (0.38-0.49)</td>
<td>0.47 (0.41-0.54)</td>
<td>0.54 (0.47-0.61)</td>
<td>0.75 (0.64-0.87)</td>
</tr>
<tr>
<td>$30,000-$49,999</td>
<td>0.63 (0.56-0.70)</td>
<td>0.65 (0.58-0.72)</td>
<td>0.72 (0.64-0.80)</td>
<td>0.94 (0.83-1.06)</td>
</tr>
<tr>
<td>$20,000-$29,999</td>
<td>0.78 (0.70-0.87)</td>
<td>0.79 (0.71-0.88)</td>
<td>0.85 (0.76-0.95)</td>
<td>0.98 (0.88-1.10)</td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for income</td>
<td>3.11</td>
<td>2.72</td>
<td>2.32</td>
<td>1.54</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.35 (1.24-1.47)</td>
<td></td>
<td>1.18 (1.08-1.29)</td>
<td>1.13 (1.03-1.24)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>2.42 (2.09-2.79)</td>
<td></td>
<td>1.90 (1.64-2.21)</td>
<td>1.70 (1.46-1.98)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.42 (1.15-1.74)</td>
<td></td>
<td>1.19 (0.97-1.48)</td>
<td>2.05 (1.85-2.27)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>2.45 (2.23-2.68)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.49 (0.40-0.61)</td>
<td>0.59 (0.48-0.74)</td>
<td>0.60 (0.48-0.75)</td>
<td>0.66 (0.53-0.82)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.54 (0.41-0.70)</td>
<td>0.59 (0.45-0.77)</td>
<td>0.59 (0.45-0.77)</td>
<td>0.64 (0.49-0.84)</td>
</tr>
<tr>
<td>School</td>
<td>0.74 (0.62-0.87)</td>
<td>0.78 (0.66-0.93)</td>
<td>0.79 (0.66-0.93)</td>
<td>0.81 (0.68-0.96)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for education</td>
<td>2.94</td>
<td>2.20</td>
<td>2.17</td>
<td>1.87</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.38 (0.30-0.47)</td>
<td>0.43 (0.34-0.54)</td>
<td>0.51 (0.40-0.64)</td>
<td>0.67 (0.52-0.86)</td>
</tr>
<tr>
<td>$30,000-$49,999</td>
<td>0.55 (0.46-0.65)</td>
<td>0.58 (0.49-0.69)</td>
<td>0.65 (0.54-0.78)</td>
<td>0.81 (0.67-0.98)</td>
</tr>
<tr>
<td>$20,000-$29,999</td>
<td>0.81 (0.69-0.95)</td>
<td>0.82 (0.70-0.97)</td>
<td>0.89 (0.75-1.05)</td>
<td>0.98 (0.83-1.16)</td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for income</td>
<td>4.16</td>
<td>3.33</td>
<td>2.65</td>
<td>1.81</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.63 (1.41-1.88)</td>
<td></td>
<td>1.37 (1.17-1.59)</td>
<td>1.34 (1.15-1.56)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>2.05 (1.65-2.55)</td>
<td></td>
<td>1.51 (1.20-1.90)</td>
<td>1.43 (1.14-1.81)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.16 (0.70-1.93)</td>
<td></td>
<td>0.94 (0.56-1.57)</td>
<td>2.12 (1.78-2.52)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>2.68 (2.28-3.15)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: All odds ratios are adjusted for ethnicity and 10-year age group.
9.1.2.2 Household income as exposure of interest

The univariate association of household income with cardiovascular disease was one of the strongest associations in this report, with RII s of 3.11 and 4.16 for males and females, respectively. Controlling for education accounted for about 20–25% of this univariate association. Control for confounding/mediation by both education and car access explained about a third of the income gradient. Additional control for labour force status (a proxy for pathway mechanisms and any health selection) reduced the RII to 1.54 for males and 1.81 for females. Assuming that some of the reduction following the control for labour force status was over-control (eg, any differential health selection component and as a proxy for health status), then it appears that household income among adults has a strong residual association with cardiovascular disease – either controlling for genuine confounding by education and labour force status or after additional control for confounding/mediation by car access.

9.1.2.3 Car access as exposure of interest

The association of car access with cardiovascular disease was also notably strong, confirming the role of material factors as strong predictors of cardiovascular disease. Odds ratios for nil car access compared to two or more were 2.42 (2.09 to 2.79) for males and 2.05 (1.65 to 2.55) for females. Control for potential confounding by education and income reduced this association by up to 50%, but it was not reduced much further following additional control for labour force status.

9.1.2.4 Labour force status as exposure of interest

The association of non-labour force status with cardiovascular disease was also strong, with univariate odds ratios of 2.45 (2.23 to 2.68) for males and 2.68 (2.28 to 3.15) for females. Controlling for possible confounding by education and possible confounding/mediation by income and car access, these associations only reduced by a quarter to a third. While there will be residual confounding by the previous socioeconomic factors and other variables, it seems likely that much of the remaining association was due to health selection.

A 42% excess odds of cardiovascular disease mortality among unemployed males compared to employed males appeared to be largely due to confounding/mediation by other socioeconomic factors. Both the univariate and multivariate odds ratios of female cardiovascular disease mortality were not significantly different from 1.0. It is possible that the association of unemployment with cardiovascular disease was underestimated by linkage bias. Also, the results apply only to those unemployed in the four weeks preceding census night, causing a likely underestimate of the association for the long-term unemployed. Despite these caveats, a larger multivariate association of unemployment with cardiovascular mortality would have been expected if psychosocial mechanisms (rather than material mechanisms and confounding by socioeconomic factors) were a major mediating mechanism between unemployment and cardiovascular disease mortality.
### 9.1.3 Unintentional injury

The results for unintentional injury mortality are presented in Table 44 below.

**Table 44: Unintentional injury mortality univariate and multivariate odds ratios (95% CI) for 25–64 year olds in the restricted cohort**

<table>
<thead>
<tr>
<th>Socioeconomic variables included in logistic regression model</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.51 (0.36–0.71)</td>
<td>0.61 (0.43–0.87)</td>
<td>0.61 (0.43–0.87)</td>
<td>0.61 (0.43–0.87)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.75 (0.58–0.97)</td>
<td>0.80 (0.62–1.04)</td>
<td>0.80 (0.61–1.04)</td>
<td>0.80 (0.62–1.04)</td>
</tr>
<tr>
<td>School</td>
<td>0.79 (0.59–1.06)</td>
<td>0.86 (0.64–1.15)</td>
<td>0.86 (0.64–1.15)</td>
<td>0.86 (0.64–1.15)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for education</td>
<td>2.37</td>
<td>1.86</td>
<td>1.88</td>
<td>1.87</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.43 (0.31–0.60)</td>
<td>0.49 (0.35–0.68)</td>
<td>0.48 (0.34–0.67)</td>
<td>0.49 (0.34–0.71)</td>
</tr>
<tr>
<td>$30,000–$49,999</td>
<td>0.72 (0.54–0.94)</td>
<td>0.75 (0.57–0.99)</td>
<td>0.74 (0.56–0.98)</td>
<td>0.76 (0.56–1.02)</td>
</tr>
<tr>
<td>$20,000–$29,999</td>
<td>0.91 (0.69–1.21)</td>
<td>0.93 (0.70–1.24)</td>
<td>0.92 (0.69–1.22)</td>
<td>0.93 (0.70–1.25)</td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for income</td>
<td>3.35</td>
<td>2.83</td>
<td>2.90</td>
<td>2.78</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.14 (0.92–1.42)</td>
<td></td>
<td>0.99 (0.79–1.24)</td>
<td>0.99 (0.79–1.23)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.07 (0.67–1.71)</td>
<td></td>
<td>0.82 (0.50–1.32)</td>
<td>0.80 (0.49–1.30)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.0</td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.25 (0.84–1.85)</td>
<td></td>
<td></td>
<td>1.01 (0.67–1.52)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>1.42 (1.06–1.91)</td>
<td></td>
<td></td>
<td>1.14 (0.83–1.56)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.68 (0.41–1.13)</td>
<td>0.84 (0.50–1.42)</td>
<td>0.83 (0.49–1.40)</td>
<td>0.86 (0.51–1.46)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.92 (0.54–1.58)</td>
<td>1.03 (0.60–1.77)</td>
<td>1.02 (0.60–1.76)</td>
<td>1.07 (0.62–1.84)</td>
</tr>
<tr>
<td>School</td>
<td>0.83 (0.53–1.30)</td>
<td>0.90 (0.57–1.42)</td>
<td>0.89 (0.57–1.40)</td>
<td>0.91 (0.58–1.43)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for education</td>
<td>1.64</td>
<td>1.22</td>
<td>1.24</td>
<td>1.17</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.38 (0.22–0.67)</td>
<td>0.40 (0.23–0.71)</td>
<td>0.40 (0.22–0.72)</td>
<td>0.43 (0.23–0.81)</td>
</tr>
<tr>
<td>$30,000–$49,999</td>
<td>0.56 (0.35–0.88)</td>
<td>0.57 (0.36–0.90)</td>
<td>0.56 (0.35–0.90)</td>
<td>0.60 (0.36–0.99)</td>
</tr>
<tr>
<td>$20,000–$29,999</td>
<td>0.67 (0.42–1.07)</td>
<td>0.67 (0.42–1.08)</td>
<td>0.66 (0.41–1.07)</td>
<td>0.69 (0.42–1.12)</td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for income</td>
<td>3.71</td>
<td>3.47</td>
<td>3.52</td>
<td>3.05</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.30 (0.90–1.89)</td>
<td></td>
<td>1.05 (0.71–1.55)</td>
<td>1.05 (0.71–1.55)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.19 (0.59–2.38)</td>
<td></td>
<td>0.80 (0.39–1.66)</td>
<td>0.78 (0.38–1.63)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.0</td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.62 (0.19–2.00)</td>
<td></td>
<td></td>
<td>0.48 (0.15–1.56)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>1.73 (1.05–2.53)</td>
<td></td>
<td></td>
<td>1.36 (0.70–2.05)</td>
</tr>
</tbody>
</table>

Note: All odds ratios are adjusted for ethnicity and 10-year age group.
9.1.3.1 Education as exposure of interest

The univariate association of highest qualification with unintentional injury deaths was stronger for males (RII 2.37) than for females (RII 1.64). Among males, the RII reduced to 1.86 controlling for income, but did not reduce any further following control for car access and labour force status. Among females, the RII reduced to 1.22 after controlling for income, and did not alter much thereafter. Thus, income and material factors appear to mediate/confound much of the association of education with female injury mortality, but among males education still appears to have a strong and persistent association with injury mortality via mechanisms other than material factors and labour force status.

9.1.3.2 Household income as exposure of interest

The univariate association of income with injury mortality was strong for both males and females (RIIs of 3.35 and 3.71, respectively). Up to 25% of this association was due to confounding by education. Additional control for car access and labour force status did not further reduce the association, except for a 20% marginal reduction for labour force status among females. Two important conclusions are suggested. First, income (and by extension material factors) are strongly associated with injury deaths, independent of any confounding by education. This is consistent with the time lag between socioeconomic position and injury being shorter than for other causes of death and (consequently) the association of a socioeconomic factors measured recently (ie, income in the last year) being more strongly association with the outcome than, say, education.

Second, for each other cause of death the association of income with mortality reduced notably following control for labour force status – but not for injury deaths. This ‘exception to the rule’ is suggestive of health selection (either drift or differential) affecting income for the three other causes of death, but not for injury deaths.

9.1.3.3 Car access as exposure of interest

There was no significant univariate or multivariate association of car access with injury mortality. If car access was only a proxy for asset wealth, then these results seem inconsistent with the strong association with income. One possible explanation is that road traffic crash fatalities are positively associated with the number of cars in the household, negating the inverse association due to car access being a measure of asset wealth.

9.1.3.4 Labour force status as exposure of interest

There were elevated univariate odds of injury for the non-active labour force compared to the active labour force for both males and females (odds ratios of 1.42 (1.06 to 1.91) and 1.73 (1.19 to 2.53), respectively) and for unemployed males compared to employed males (1.25 (0.84 to 1.85)). These odds ratios all substantially reduced following control for the three other potential mediating/confounding socioeconomic factors, with none of the 95% confidence intervals excluding 1.0. Of the four broad causes of disease, injury was the only one where the multivariate odds ratios for the non-active labour force were close to 1.0 with 95% confidence intervals including 1.0. This finding further reinforces the role of health selection in explaining the generally elevated mortality risk among the non-active labour force for causes of death with a likelihood of prior ill health.
9.1.4 Suicide

The results for suicide are presented in Table 45 below. The results for suicide are based on relatively few deaths, particularly for females (87 for females, and 282 for males). Thus, the results were somewhat imprecise with wide 95% confidence intervals.

Table 45: Suicide mortality univariate and multivariate odds ratios (95% CI) for 25–64 year olds in the restricted cohort

<table>
<thead>
<tr>
<th></th>
<th>Socioeconomic variables included in logistic regression model</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Univariate only (eg, income only)</td>
<td>Income and education</td>
<td>Income, education, car</td>
<td>All four socioeconomic factors</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.56 (0.38–0.82)</td>
<td>0.66 (0.45–0.98)</td>
<td>0.67 (0.45–1.00)</td>
<td>0.71 (0.48–1.05)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.89 (0.66–1.20)</td>
<td>0.96 (0.72–1.30)</td>
<td>0.99 (0.73–1.34)</td>
<td>1.05 (0.77–1.41)</td>
</tr>
<tr>
<td>School</td>
<td>1.06 (0.77–1.46)</td>
<td>1.15 (0.83–1.58)</td>
<td>1.16 (0.84–1.60)</td>
<td>1.21 (0.88–1.67)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for education</td>
<td>2.04</td>
<td>1.68</td>
<td>1.63</td>
<td>1.53</td>
</tr>
<tr>
<td>≥ $50,000</td>
<td>0.44 (0.32–0.62)</td>
<td>0.48 (0.34–0.68)</td>
<td>0.56 (0.39–0.81)</td>
<td>0.86 (0.58–1.28)</td>
</tr>
<tr>
<td>$30,000–$49,999</td>
<td>0.57 (0.42–0.78)</td>
<td>0.59 (0.43–0.80)</td>
<td>0.66 (0.48–0.90)</td>
<td>0.95 (0.68–1.34)</td>
</tr>
<tr>
<td>$20,000–$29,999</td>
<td>0.66 (0.48–0.93)</td>
<td>0.67 (0.48–0.94)</td>
<td>0.72 (0.52–1.01)</td>
<td>0.91 (0.65–1.29)</td>
</tr>
<tr>
<td>&lt; $20,000</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>RII for income</td>
<td>2.79</td>
<td>2.44</td>
<td>1.97</td>
<td>1.18</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1 car</td>
<td>1.56 (1.22–1.99)</td>
<td></td>
<td>1.39 (1.08–1.80)</td>
<td>1.33 (1.03–1.72)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>2.37 (1.50–3.72)</td>
<td></td>
<td>1.88 (1.17–3.00)</td>
<td>1.49 (0.93–2.39)</td>
</tr>
<tr>
<td>Employed</td>
<td>1.0</td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.70 (1.84–3.95)</td>
<td></td>
<td></td>
<td>2.35 (1.57–3.53)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>3.29 (2.45–4.43)</td>
<td></td>
<td></td>
<td>2.86 (2.06–3.97)</td>
</tr>
</tbody>
</table>

|                  |  |  |  |  |
| **Females**      |  |  |  |  |
| Tertiary         | 1.18 (0.68–2.06)                                              | 1.37 (0.77–2.43)     | 1.46 (0.82–2.59)      | 1.61 (0.90–2.87) |
| Trade, other tertiary | 0.87 (0.42–1.80)                         | 0.94 (0.46–1.96)     | 0.99 (0.48–2.06)      | 1.06 (0.51–2.20) |
| School           | 1.17 (0.68–2.01)                                              | 1.24 (0.72–2.14)     | 1.31 (0.76–2.26)      | 1.36 (0.79–2.36) |
| Nil              | 1.00                                                          | 1.0                    | 1.0                    | 1.0                    |
| RII for education| 0.89                                                          | 0.72                   | 0.66                   | 0.57                   |
| ≥ $50,000        | 0.50 (0.27–0.91)                                              | 0.46 (0.25–0.86)     | 0.60 (0.31–1.16)      | 0.92 (0.46–1.86) |
| $30,000–$49,999  | 0.63 (0.37–1.07)                                              | 0.61 (0.36–1.03)     | 0.76 (0.43–1.33)      | 1.08 (0.59–1.95) |
| $20,000–$29,999  | 0.49 (0.26–0.93)                                              | 0.48 (0.25–0.92)     | 0.58 (0.30–1.11)      | 0.69 (0.35–1.34) |
| < $20,000        | 1.0                                                           | 1.0                    | 1.0                    | 1.0                    |
| RII for income   | 2.16                                                          | 2.42                   | 1.65                   | 0.90                   |
| >2 cars          | 1.0                                                           |                        | 1.0                    | 1.0                    |
| 1 car            | 1.31 (0.82–2.07)                                              |                        | 1.20 (0.74–1.94)      | 1.18 (0.73–1.92) |
| Nil cars         | 3.69 (1.96–6.95)                                              |                        | 3.16 (1.58–6.30)      | 2.87 (1.43–5.79) |
| Employed         | 1.0                                                           |                        |                        | 1.0                    |
| Unemployed       | 2.86 (1.19–6.85)                                              |                        |                        | 2.58 (1.04–6.38) |
| Non-labour force | 2.77 (1.74–4.43)                                              |                        |                        | 2.66 (1.60–4.44) |

Note: All odds ratios are adjusted for ethnicity and 10-year age group.
9.1.4.1 Education as exposure of interest

There was an approximately twofold excess univariate odds of suicide death by education for males in the expected direction (RII 2.04), but a null association among females. Controlling for the potential mediators/confounders of income and car access reduced the association by approximately a third for males, and actually introduced a reverse (albeit ‘non-statistically significant’) gradient among females. Among males, additional control for labour force status essentially reduced the association to the null. Thus, education does not appear to have a particularly strong association with suicide.

9.1.4.2 Household income as exposure of interest

The univariate association of income with suicide was strong for both males (RII 2.79) and females (RII 2.16). Control for the potential confounder education did not notably change the association, but control for the intermediary/confounder car access reduced the gradient (RIIs 1.97 and 1.65 for males and females, respectively). Further control for the labour force status reduced the associations to the null for both sexes. Thus, the suspicion of health selection as one reason for the strong association of income with suicide is raised. However, the multivariate association of labour force status with suicide is so strong and persistent (discussion to come) that particularly strong confounding of the income association by labour force status is also a distinct possibility.

9.1.4.3 Car access as the exposure of interest

Car access was strongly associated with suicide death in univariate and multivariate (particularly females) analyses. Given that controlling for labour force status did not greatly reduce the car access association, it does not appear that nil car access is simply a proxy for chronic mental illness that would also be associated with labour force status. In addition to being a proxy for material factors, it may be that car access here is acting as a proxy for social isolation as an independent risk factor for suicide.

9.1.4.4 Labour force status as the exposure of interest

Unemployment

Being unemployed was strongly associated with an excess suicide risk compared to employed people in univariate analyses among both males (odds ratio 2.70, 1.84 to 3.95) and females (2.86, 1.19 to 6.85). Controlling for the potential confounders/mediators of income, car access and education did not substantially reduce these associations (odds ratios 2.35 and 2.58 for males and females respectively). Plots of mortality risk over time in Appendix C of this report found evidence of a ‘healthy worker’ effect among the unemployed, just as for the employed (Figure 36). Also, the definition of unemployment in the 1991 census requires the person to be both actively looking for work and available for work. Thus, it seems unlikely that the elevated suicide risk among the unemployed is a consequence of health selection. Of the four broad causes of death, suicide was the only one to be strongly associated with unemployment following the multivariate analyses. Given this pattern, and the lack of reduction of the association controlling for other socioeconomic factors, these results suggest a strong causal association of unemployment with suicide via, perhaps, psychosocial mechanisms.
Assuming that unemployment is strongly and causally associated with suicide, how important is this in population terms? The numbers of suicide deaths by labour force category shown in Table 36 show that about 33 male and six female suicide deaths occurred among the unemployed. (These numbers are rounded to a multiple of three to meet SNZ privacy requirements. For the NZCMS, there was also a further requirement that the minimum cell value released six – thus one death in a cell would be rounded to six. However, exact data was used in the logistic regression analyses.) In contrast, 168 male and 36 female suicide deaths occurred among the employed.

Non-active labour force

The non-active labour force had a very similar pattern to the unemployed of high univariate and multivariate odds ratios of suicide death. Some of this association was most likely due to health selection. However, some of the association may have also been due to the same mechanism as that among the unemployed – perhaps psychosocial mechanisms. In population terms, this would be important as 84 male and 51 female suicide deaths occurred among the non-active labour force.

9.2 All-cause mortality

The all-cause results are basically a weighted average of the cause-specific analyses. The cause-specific analyses are more useful for understanding likely causal mechanisms and bias. The added value of presenting the all-cause multivariate analyses is:

- to obtain a summary picture
- to determine any differences between 25–44 and 45–64 year olds, as there were enough deaths for all-causes to conduct multivariate analyses for both age-groups
- to examine socioeconomic mortality gradients at a finer level, eg, nine levels of household income as opposed to four.

The all-cause analyses are presented below in Tables 46 and 47.
Table 46: All-cause mortality univariate and multivariate odds ratios (95% CI) in the restricted cohort - males

<table>
<thead>
<tr>
<th>Socioeconomic variables included in logistic regression model</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>25–44 year olds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed</td>
<td>1.00</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>1.75 (1.31–2.32)</td>
<td>1.65 (1.24–2.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.45 (1.15–1.82)</td>
<td>1.26 (0.99–1.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeking or available †</td>
<td>2.00 (1.38–2.91)</td>
<td>1.70 (1.16–2.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired, etc</td>
<td>3.24 (2.72–3.86)</td>
<td>2.76 (2.27–3.35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate, postgrad</td>
<td>0.47 (0.36–0.61)</td>
<td>0.59 (0.45–0.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate, etc</td>
<td>0.67 (0.53–0.84)</td>
<td>0.82 (0.65–1.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.74 (0.63–0.87)</td>
<td>0.87 (0.74–1.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>0.73 (0.58–0.93)</td>
<td>0.86 (0.68–1.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 years of school</td>
<td>0.75 (0.60–0.94)</td>
<td>0.87 (0.69–1.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other school qualification</td>
<td>0.57 (0.30–1.07)</td>
<td>0.60 (0.32–1.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td><strong>RII for education ‡</strong></td>
<td>2.08</td>
<td>1.74</td>
<td>1.63</td>
<td></td>
</tr>
<tr>
<td>≥ $70,000</td>
<td>0.73 (0.56–0.95)</td>
<td>0.85 (0.65–1.11)</td>
<td>0.88 (0.68–1.15)</td>
<td></td>
</tr>
<tr>
<td>$50,000–$69,999</td>
<td>0.83 (0.66–1.06)</td>
<td>0.90 (0.71–1.15)</td>
<td>0.93 (0.73–1.18)</td>
<td></td>
</tr>
<tr>
<td>$40,000–$49,999</td>
<td>0.83 (0.65–1.05)</td>
<td>0.86 (0.68–1.09)</td>
<td>0.88 (0.69–1.11)</td>
<td></td>
</tr>
<tr>
<td>$30,000–$39,999</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$25,000–$29,999</td>
<td>1.12 (0.87–1.44)</td>
<td>1.07 (0.84–1.38)</td>
<td>1.03 (0.80–1.32)</td>
<td></td>
</tr>
<tr>
<td>$20,000–$24,999</td>
<td>1.14 (0.91–1.43)</td>
<td>1.09 (0.87–1.37)</td>
<td>1.02 (0.81–1.28)</td>
<td></td>
</tr>
<tr>
<td>$15,000–$19,999</td>
<td>1.33 (1.05–1.68)</td>
<td>1.21 (0.96–1.53)</td>
<td>1.05 (0.82–1.33)</td>
<td></td>
</tr>
<tr>
<td>$10,000–$14,999</td>
<td>1.40 (1.09–1.79)</td>
<td>1.21 (0.94–1.56)</td>
<td>0.93 (0.71–1.21)</td>
<td></td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>1.64 (1.21–2.22)</td>
<td>1.40 (1.03–1.91)</td>
<td>1.05 (0.76–1.45)</td>
<td></td>
</tr>
<tr>
<td><strong>RII for income</strong></td>
<td>2.17</td>
<td>1.57</td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>1 car</td>
<td>1.31 (1.15–1.50)</td>
<td>1.21 (1.06–1.39)</td>
<td>1.19 (1.04–1.36)</td>
<td></td>
</tr>
<tr>
<td>Nil cars</td>
<td>2.21 (1.76–2.78)</td>
<td>1.83 (1.44–2.32)</td>
<td>1.53 (1.20–1.95)</td>
<td></td>
</tr>
<tr>
<td><strong>45–64 year olds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed</td>
<td>1.00</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>1.23 (1.07–1.42)</td>
<td>1.18 (1.02–1.35)</td>
<td>1.28 (1.10–1.51)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.47 (1.26–1.71)</td>
<td>1.43 (1.13–1.79)</td>
<td>2.10 (1.93–2.28)</td>
<td></td>
</tr>
<tr>
<td>Seeking or available †</td>
<td>1.64 (1.31–2.05)</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired, etc</td>
<td>2.44 (2.26–2.62)</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Graduate, postgrad</td>
<td>0.55 (0.47–0.64)</td>
<td>0.72 (0.62–0.85)</td>
<td>0.73 (0.63–0.86)</td>
<td></td>
</tr>
<tr>
<td>Undergraduate, etc</td>
<td>0.72 (0.64–0.81)</td>
<td>0.82 (0.73–0.92)</td>
<td>0.82 (0.74–0.93)</td>
<td></td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.80 (0.74–0.85)</td>
<td>0.86 (0.80–0.92)</td>
<td>0.86 (0.80–0.93)</td>
<td></td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>0.81 (0.70–0.93)</td>
<td>0.88 (0.76–1.02)</td>
<td>0.88 (0.76–1.02)</td>
<td></td>
</tr>
<tr>
<td>10 years of school</td>
<td>0.80 (0.71–0.90)</td>
<td>0.85 (0.75–0.96)</td>
<td>0.86 (0.76–0.97)</td>
<td></td>
</tr>
<tr>
<td>Other school qualification</td>
<td>0.79 (0.67–0.94)</td>
<td>0.81 (0.68–0.95)</td>
<td>0.80 (0.68–0.95)</td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>RII for education ‡</strong></td>
<td>1.81</td>
<td>1.44</td>
<td>1.40</td>
<td></td>
</tr>
</tbody>
</table>
### Socioeconomic variables included in logistic regression model

<table>
<thead>
<tr>
<th>Income Range</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq$ 70,000</td>
<td>0.60 (0.53–0.69)</td>
<td>0.64 (0.56–0.74)</td>
<td>0.67 (0.58–0.77)</td>
<td>0.74 (0.64–0.85)</td>
</tr>
<tr>
<td>50,000–69,999</td>
<td>0.69 (0.62–0.78)</td>
<td>0.71 (0.63–0.80)</td>
<td>0.73 (0.65–0.82)</td>
<td>0.79 (0.70–0.89)</td>
</tr>
<tr>
<td>40,000–49,999</td>
<td>0.86 (0.77–0.96)</td>
<td>0.87 (0.78–0.97)</td>
<td>0.88 (0.79–0.99)</td>
<td>0.93 (0.83–1.04)</td>
</tr>
<tr>
<td>30,000–39,999</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>25,000–29,999</td>
<td>1.10 (0.98–1.23)</td>
<td>1.09 (0.97–1.22)</td>
<td>1.07 (0.95–1.19)</td>
<td>1.00 (0.90–1.12)</td>
</tr>
<tr>
<td>20,000–24,999</td>
<td>1.09 (0.98–1.22)</td>
<td>1.08 (0.97–1.21)</td>
<td>1.06 (0.95–1.18)</td>
<td>0.93 (0.83–1.04)</td>
</tr>
<tr>
<td>15,000–19,999</td>
<td>1.35 (1.22–1.50)</td>
<td>1.33 (1.20–1.47)</td>
<td>1.24 (1.12–1.37)</td>
<td>1.00 (0.90–1.11)</td>
</tr>
<tr>
<td>10,000–14,999</td>
<td>1.42 (1.27–1.58)</td>
<td>1.39 (1.24–1.55)</td>
<td>1.25 (1.11–1.40)</td>
<td>0.97 (0.86–1.09)</td>
</tr>
<tr>
<td>&lt; 10,000</td>
<td>1.23 (1.04–1.45)</td>
<td>1.21 (1.02–1.43)</td>
<td>1.08 (0.91–1.28)</td>
<td>0.88 (0.74–1.04)</td>
</tr>
<tr>
<td>RII for income</td>
<td>2.62</td>
<td>2.37</td>
<td>2.05</td>
<td>1.43</td>
</tr>
</tbody>
</table>

| Car Ownership          |                                  |                      |                        |                               |
|------------------------|                                  |                      |                        |                               |
| >2 cars                | 1.00                              | 1.00                 | 1.00                   |                               |
| 1 car                  | 1.31 (1.24–1.40)                  | 1.17 (1.10–1.25)     | 1.14 (1.07–1.21)       |                               |
| Nil cars               | 2.21 (1.99–2.45)                  | 1.81 (1.62–2.02)     | 1.65 (1.47–1.84)       |                               |

Note: All odds ratios are adjusted for ethnicity and five-year age group.

† The ‘seeking or available’ include those people that were either available for work, or seeking work, but not both. Both these requirements must be meet to be labelled as unemployed (and hence part of the active labour force).

‡ RII calculations exclude ‘other school qualifications’ as it is of indeterminate rank.
Table 47: All-cause mortality univariate and multivariate odds ratios (95% CI) in the restricted cohort – females

<table>
<thead>
<tr>
<th>Socioeconomic variables included in logistic regression model</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>25-44 year olds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed</td>
<td>1.00</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>1.04 (0.83–1.30)</td>
<td></td>
<td></td>
<td>1.03 (0.82–1.29)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.50 (1.07–2.10)</td>
<td></td>
<td></td>
<td>1.38 (0.97–1.97)</td>
</tr>
<tr>
<td>Seeking or available</td>
<td>2.25 (1.51–3.33)</td>
<td></td>
<td></td>
<td>2.03 (1.35–3.06)</td>
</tr>
<tr>
<td>Retired, etc ‡</td>
<td>2.00 (1.66–2.41)</td>
<td></td>
<td></td>
<td>1.81 (1.47–2.23)</td>
</tr>
<tr>
<td>Graduate, postgrad</td>
<td>0.50 (0.35–0.72)</td>
<td>0.55 (0.38–0.80)</td>
<td>0.56 (0.39–0.80)</td>
<td>0.58 (0.40–0.83)</td>
</tr>
<tr>
<td>Undergraduate, etc</td>
<td>0.59 (0.46–0.74)</td>
<td>0.62 (0.49–0.79)</td>
<td>0.63 (0.50–0.81)</td>
<td>0.67 (0.52–0.85)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.63 (0.49–0.80)</td>
<td>0.65 (0.51–0.83)</td>
<td>0.66 (0.52–0.84)</td>
<td>0.69 (0.54–0.88)</td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>0.64 (0.47–0.87)</td>
<td>0.67 (0.49–0.91)</td>
<td>0.68 (0.50–0.93)</td>
<td>0.70 (0.51–0.95)</td>
</tr>
<tr>
<td>10 years of school</td>
<td>0.55 (0.43–0.71)</td>
<td>0.57 (0.44–0.73)</td>
<td>0.58 (0.45–0.75)</td>
<td>0.60 (0.46–0.77)</td>
</tr>
<tr>
<td>Other school qualification</td>
<td>0.89 (0.55–1.44)</td>
<td>0.92 (0.57–1.49)</td>
<td>0.93 (0.57–1.50)</td>
<td>0.93 (0.57–1.50)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>RII for education ‡</td>
<td>1.94</td>
<td>1.75</td>
<td>1.72</td>
<td>1.62</td>
</tr>
<tr>
<td>≥ $70,000</td>
<td>0.93 (0.67–1.30)</td>
<td>1.03 (0.73–1.43)</td>
<td>1.04 (0.74–1.45)</td>
<td>1.08 (0.77–1.51)</td>
</tr>
<tr>
<td>$50,000–$69,999</td>
<td>0.98 (0.72–1.33)</td>
<td>1.03 (0.76–1.40)</td>
<td>1.04 (0.76–1.42)</td>
<td>1.09 (0.80–1.48)</td>
</tr>
<tr>
<td>$40,000–$49,999</td>
<td>1.01 (0.75–1.37)</td>
<td>1.03 (0.76–1.40)</td>
<td>1.04 (0.77–1.41)</td>
<td>1.08 (0.80–1.46)</td>
</tr>
<tr>
<td>$30,000–$39,999</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$25,000–$29,999</td>
<td>1.52 (1.10–2.08)</td>
<td>1.48 (1.08–2.03)</td>
<td>1.47 (1.07–2.02)</td>
<td>1.39 (1.01–1.91)</td>
</tr>
<tr>
<td>$20,000–$24,999</td>
<td>1.09 (0.80–1.49)</td>
<td>1.06 (0.77–1.44)</td>
<td>1.05 (0.77–1.43)</td>
<td>0.96 (0.70–1.31)</td>
</tr>
<tr>
<td>$15,000–$19,999</td>
<td>1.28 (0.94–1.74)</td>
<td>1.22 (0.89–1.66)</td>
<td>1.18 (0.86–1.61)</td>
<td>1.01 (0.73–1.38)</td>
</tr>
<tr>
<td>$10,000–$14,999</td>
<td>1.72 (1.29–2.30)</td>
<td>1.61 (1.20–2.15)</td>
<td>1.51 (1.12–2.04)</td>
<td>1.18 (0.86–1.61)</td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>1.48 (1.01–2.16)</td>
<td>1.37 (0.94–1.99)</td>
<td>1.26 (0.86–1.86)</td>
<td>0.98 (0.66–1.46)</td>
</tr>
<tr>
<td>RII for income</td>
<td>1.80</td>
<td>1.48</td>
<td>1.36</td>
<td>0.97</td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.15 (0.98–1.36)</td>
<td></td>
<td>1.05 (0.88–1.25)</td>
<td>1.03 (0.87–1.23)</td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.76 (1.34–2.31)</td>
<td></td>
<td>1.36 (1.01–1.83)</td>
<td>1.26 (0.94–1.70)</td>
</tr>
<tr>
<td><strong>45-64 year olds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed</td>
<td>1.00</td>
<td></td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>1.19 (1.04–1.36)</td>
<td></td>
<td></td>
<td>1.17 (1.02–1.34)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1.05 (0.77–1.43)</td>
<td></td>
<td></td>
<td>0.95 (0.70–1.30)</td>
</tr>
<tr>
<td>Seeking or available</td>
<td>1.73 (1.26–2.37)</td>
<td></td>
<td></td>
<td>1.57 (1.14–2.15)</td>
</tr>
<tr>
<td>Retired, etc ‡</td>
<td>2.10 (1.89–2.33)</td>
<td></td>
<td></td>
<td>1.91 (1.71–2.14)</td>
</tr>
<tr>
<td>Graduate, postgrad</td>
<td>0.75 (0.59–0.94)</td>
<td>0.86 (0.68–1.08)</td>
<td>0.85 (0.67–1.07)</td>
<td>0.94 (0.74–1.19)</td>
</tr>
<tr>
<td>Undergraduate, etc</td>
<td>0.69 (0.62–0.78)</td>
<td>0.75 (0.67–0.85)</td>
<td>0.76 (0.67–0.86)</td>
<td>0.81 (0.72–0.92)</td>
</tr>
<tr>
<td>Trade, other tertiary</td>
<td>0.79 (0.69–0.90)</td>
<td>0.83 (0.73–0.95)</td>
<td>0.83 (0.73–0.95)</td>
<td>0.88 (0.77–1.01)</td>
</tr>
<tr>
<td>11–12 years of school</td>
<td>0.81 (0.68–0.97)</td>
<td>0.84 (0.71–1.01)</td>
<td>0.85 (0.71–1.01)</td>
<td>0.87 (0.73–1.04)</td>
</tr>
<tr>
<td>10 years of school</td>
<td>0.92 (0.81–1.04)</td>
<td>0.95 (0.84–1.07)</td>
<td>0.96 (0.85–1.08)</td>
<td>0.99 (0.87–1.12)</td>
</tr>
<tr>
<td>Other school qualification</td>
<td>0.81 (0.70–0.95)</td>
<td>0.83 (0.71–0.97)</td>
<td>0.83 (0.71–0.96)</td>
<td>0.84 (0.72–0.97)</td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>RII for education ‡</td>
<td>1.68</td>
<td>1.46</td>
<td>1.45</td>
<td>1.29</td>
</tr>
</tbody>
</table>
## Socioeconomic variables included in logistic regression model

<table>
<thead>
<tr>
<th>Income group</th>
<th>Univariate only (eg, income only)</th>
<th>Income and education</th>
<th>Income, education, car</th>
<th>All four socioeconomic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 70,000$</td>
<td>0.85 (0.72–1.01)</td>
<td>0.89 (0.75–1.06)</td>
<td>0.94 (0.79–1.11)</td>
<td>1.00 (0.84–1.19)</td>
</tr>
<tr>
<td>$50,000–69,999$</td>
<td>0.79 (0.67–0.92)</td>
<td>0.81 (0.70–0.95)</td>
<td>0.83 (0.71–0.97)</td>
<td>0.90 (0.77–1.05)</td>
</tr>
<tr>
<td>$40,000–49,999$</td>
<td>0.93 (0.80–1.08)</td>
<td>0.94 (0.81–1.09)</td>
<td>0.95 (0.82–1.11)</td>
<td>1.01 (0.87–1.17)</td>
</tr>
<tr>
<td>$30,000–39,999$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$25,000–29,999$</td>
<td>1.16 (1.01–1.34)</td>
<td>1.15 (1.00–1.33)</td>
<td>1.13 (0.98–1.31)</td>
<td>1.09 (0.94–1.25)</td>
</tr>
<tr>
<td>$20,000–24,999$</td>
<td>1.19 (1.03–1.37)</td>
<td>1.17 (1.02–1.35)</td>
<td>1.15 (1.00–1.32)</td>
<td>1.05 (0.91–1.21)</td>
</tr>
<tr>
<td>$15,000–19,999$</td>
<td>1.32 (1.16–1.49)</td>
<td>1.29 (1.14–1.46)</td>
<td>1.21 (1.07–1.38)</td>
<td>1.07 (0.94–1.21)</td>
</tr>
<tr>
<td>$10,000–14,999$</td>
<td>1.32 (1.15–1.52)</td>
<td>1.29 (1.12–1.48)</td>
<td>1.18 (1.02–1.36)</td>
<td>1.01 (0.88–1.17)</td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>1.34 (1.09–1.65)</td>
<td>1.32 (1.07–1.62)</td>
<td>1.20 (0.98–1.48)</td>
<td>1.06 (0.86–1.31)</td>
</tr>
<tr>
<td><strong>RII for income</strong></td>
<td><strong>1.89</strong></td>
<td><strong>1.73</strong></td>
<td><strong>1.51</strong></td>
<td><strong>1.15</strong></td>
</tr>
<tr>
<td>&gt;2 cars</td>
<td>1.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1 car</td>
<td>1.30 (1.20–1.40)</td>
<td>1.20 (1.10–1.30)</td>
<td>1.20 (1.11–1.31)</td>
<td></td>
</tr>
<tr>
<td>Nil cars</td>
<td>1.60 (1.41–1.81)</td>
<td>1.38 (1.21–1.58)</td>
<td>1.37 (1.20–1.57)</td>
<td></td>
</tr>
</tbody>
</table>

Note: All odds ratios are adjusted for ethnicity and five-year age group.

† The ‘seeking or available’ include those people that were either available for work, or seeking work, but not both. Both these requirements must be met to be labelled as unemployed (and hence part of the active labour force).

‡ RII calculations exclude ‘other school qualifications’ as it is of indeterminate rank.

### 9.2.1 Highest qualification as the exposure of interest

The univariate association of education with all-cause mortality tended to be stronger among 25–44 year olds than 45–64 year olds, with RII$s$ (excluding the ‘other school qualification’ category) of 2.08 compared to 1.81 for males, and 1.94 compared to 1.68 for females.

Controlling for the potential intermediaries/confounders of income and car access moderately reduced the education gradients, and additional control for labour force status had little impact other than among 45–64 year old females. This general pattern is consistent with that for the four causes of death. Of note, though, was that the association of education with all-cause mortality among 25–44 year olds was reduced less following multivariate control than among 45–64 year olds.

Thus, education appeared to be both a stronger and more persistent predictor of mortality among 25–44 year olds. Possible explanations for this difference by age include:

- an age effect, whereby education is a stronger determinant of early adulthood mortality due to proximity in the life-course
- a cohort effect, whereby education is a stronger determinant of life-chances (eg, income, status, and health) among more recent birth cohorts.
9.2.2 Equivalised household income as the exposure of interest

As already noted several times in this report, income was a strong univariate predictor of mortality – more so among 45–64 year olds than 25–44 year olds (Tables 46 and 47 above). Controlling for the potential confounder education reduced the all-cause mortality gradients by up to third, and controlling for both education and car access reduced the income gradients by a third to half for each of the four sex by age groups. Additional control for labour force status reduced to the null the association of adult household income with adult all-cause mortality, the only exception of note being some remaining protective effect of high income among 45–64 year old males. (Note that the residual association of income with mortality varied by cause of death as described in previous sections.) As discussed previously in this report, this reduction was probably function of all of: confounding by labour force status and the other socioeconomic factors, mediation by asset accumulation and health status (for which labour force status is a proxy) and health selection.

9.2.3 Car access as the exposure of interest

Car access was a stronger predictor of all-cause mortality among males, but there was no difference in the strength of the association between 25–44 and 45–64 year olds. About half of the association was attributable to potential confounding by the other socioeconomic factors.

9.2.4 Labour force status as the exposure of interest

Unemployment

There was an approximately 50% excess mortality risk among the unemployed compared to the full-time employed for each of the sex by age groups, except 45–64 year old females. Sensitivity analyses presented previously in this report have suggested that this association was neither due to selection bias linkage bias, nor health selection. Controlling for these socioeconomic factors, the odds ratio of all-cause mortality for the unemployed compared to the full-time employed remained elevated at 1.28 (95% CI 1.10 to 1.51) for males aged 45–64 years (Table 46). For males and females aged 25–44 years, the odds ratios remained elevated (1.26 and 1.38, respectively), but the 95% confidence intervals just included 1.0 (Tables 46 and 47).

Non-active labour force status

There were strong univariate and multivariate associations of the two non-active labour force categories (seeking or available, and retired etc) with all-cause mortality. The cause-specific analyses presented previously are more useful for interpretation than the all-cause analyses.
Part-time employment

The part-time employed were not differentiated from the part-time employed in cause-specific mortality analyses. Of interest, the elevated univariate odds ratios of mortality among the part-time versus full-time employed (except 25–44 year old females) remained largely unchanged following multivariate control (Tables 46 and 47). This was surprising, as it was expected that the univariate elevations would be due to confounding by socioeconomic position. A possible explanation was drift health selection whereby people in poor health cut down their hours rather than exit the labour force. (While an underpowered test, there was, however, no direct evidence of drift health selection among the part-time employed in Figure 36 in Appendix C.) Alternatively, it may be that part-time jobs are intrinsically more health damaging than full-time jobs, independent of confounding by socioeconomic or other factors.
Chapter 5: Discussion

1  Causal inference

A commonly used set of criteria for assessing causality are the Bradford Hill criteria (Hill 1965): strength, consistency, specificity, temporality, dose-response, biological plausibility, coherence, experimental evidence and analogy. Except temporality, none of the criteria are necessary (Rothman and Greenland 1998), and neither single criteria nor all criteria met simultaneously are sufficient for causal inference. However, they do provide some guidance. As to the association of socioeconomic position with mortality:

- the association is strong for a range of socioeconomic factors and most causes of death
- socioeconomic mortality gradients are consistently found in different settings and time periods
- socioeconomic position is associated with nearly all diseases – thus there is a lack of specificity. However, many exposures (eg, tobacco) have been found to be associated to many diseases
- many studies have shown that socioeconomic position in childhood or years prior to death are associated with mortality
- the association of socioeconomic position with mortality usually has a notable dose-response – the so-called gradient
- models of how socioeconomic position affects health are plausible, with a range of behaviours, psychosocial and materialistic factors likely to mediate the association of socioeconomic position with health
- there is an emerging literature on the neuroendocrine and physiological responses to experimental manipulation of social rank among primates, which is probably applicable to humans.

Thus, socioeconomic position in the general sense is causally associated with health. The more challenging issues for causal inference include:

- identifying which periods of exposure to socioeconomic position are critical (eg, is the critical exposure period intergenerational, early childhood, youth or adult socioeconomic position?)
- given the correlation of socioeconomic factors at one point in time, what are the socioeconomic factors that if changed would result in a change in health status or mortality risk (eg, is it movement out of unemployment into a satisfying job that inherently improves health, or the associated change in income?)
- determining the appropriate level of analysis and intervention (eg, this report has focused on the individual-level and leads to interpretations such as ‘if we prevented this man from becoming unemployed, then his suicide risk would not be doubled’). However, the observed association of unemployment with suicide may vary by population-level factors such as the inclusiveness of society and the background unemployment rate.
These issues essentially reduce to unravelling causal relationships and confounding. The results from the NZCMS can make some progress in this regard, but are limited due to having measurement of socioeconomic position at only one point in time (although a variable like education arguably captures socioeconomic position from earlier life) and no measures of intermediary variables (other than smoking for the 1981 and 1996 census). The object of the following sections is to consider the causal implications for the association of each socioeconomic factor with mortality, drawing on:

- a general understanding of how sources of error may bias the epidemiological investigation of socioeconomic mortality gradients, presented in Appendix B of this report
- the international and national body of knowledge on socioeconomic mortality gradients and, more generally, socioeconomic determinants of health, reviewed in Appendix A of this report
- the cohort analyses presented in Chapter 4
- the sensitivity analyses presented in Appendix C.

The above issues are considered under subheadings of the four socioeconomic factors that were included in the multivariate analyses: education, labour force status, income and car access. The interpretation of mortality gradients by other socioeconomic factors included in this report – particularly small area deprivation – will be addressed more fully in subsequent work. Further discussions have not been presented specifically by cause of death: this was the framework used in the last chapter, although some issues will need further investigation in subsequent work. For example, the association of prostate and breast cancer with education and deprivation reported in this report was not in the expected direction of lower mortality among lower socioeconomic groups as reported in other studies (Kogevinas et al 1997). This may be due to more recent age-cohorts no longer having socioeconomic variation in the incidence of disease, and may also result from differential survival by socioeconomic position post-diagnosis (Harding et al 1999; Martikainen 1990).

1.1 Education

Education was a strong and independent predictor of all-cause mortality and cause-specific mortality among 25–64 year olds in this report, and the association was stronger among 25–44 year olds than 45–64 year olds. Other studies have also found a stronger association of education with mortality among younger adults (Kitagawa and Hauser 1973; Sorlie et al 1995).

The ‘middle’ categories of highest qualification (trade or technical qualifications, any school qualification) varied little in mortality risk in this report. Compared to these middle categories though, people with a higher tertiary qualification had a notably lower mortality risk, and people with nil qualification had a notable higher mortality risk. Such a ‘trichotomy’ or ‘three-step’ association of education with mortality (rather than a smooth monotonic gradient) has also been described previously in the US NLMS (Backlund et al 1999).
The results for highest qualification in this report demonstrated a similar gradient to that in the US NLMS for years of education (Sorlie et al 1995), and a stronger gradient that that for highest education in the US 1960 Matched Records Study (Kitagawa and Hauser 1973). Unlike the NLMS, controlling for possible intermediary factors of income and labour force status did not remove the NZCMS education gradient. Other than the difference in time (1980s) and country, one possible reason was that income was measured with much greater accuracy in the US NLMS compared to a single tick-box question in the New Zealand census. An analysis by Schrijvers et al in the Netherlands suggested that about a half of the mortality gradient by education was explained by material factors, and of this materialistic pathway half was a ‘direct’ effect on mortality and half mediated by identifiable health related behaviours (Schrijvers et al 1999) (see Figure 19 in Appendix A) and associated discussion for more details). Thus, somewhat less of the association of highest qualification with mortality in the NZCMS was explained by material factors than would have been expected on the basis of current international studies.

Further work is required in the NZCMS to make a direct and accurate comparison with the cross-national comparison study of Mackenbach and colleagues (Mackenbach et al 1999), but it appears that the mortality gradients in New Zealand are as strong, if not stronger, than those in western European countries. The further work required in the NZCMS includes incorporating the results for 65–74 year olds, and dichotomising the educational variable to match as closely as possible that used by Mackenbach and colleagues.

Returning to the NZCMS results and potential biases, as highest qualification is usually fixed by adulthood the association of highest qualification and mortality observed in the NZCMS should not be biased by health selection. Selection bias for analyses conducted on the restricted cohort were found to be minor. Linkage bias, while not measured directly by education, probably caused a modest underestimate of the association of highest qualification with mortality.

The association of highest qualification with mortality almost certainly represents a truly causal association via mechanisms such as knowledge, behaviour, material factors and so on, but much of the association may still be due to confounding. According to one life-course explanation, education may simply be a marker of socioeconomic position in childhood and youth, and it is the constellation of factors making up childhood socioeconomic position that influence most strongly later adult mortality risk. If it does act principally as a marker of childhood socioeconomic position, change in educational qualification may not have any effect on health status. Rather, those things for which highest qualification is a proxy (eg, parental income) may be the causal factors. Put another way, highest qualification may simply be a marker of a credentialising process whereby young people are ranked according to their aptitude, willingness to invest in the future, family environment and expectations, and intelligence. Rather than highest qualification, it may be these latter factors that affect future health. Testing this possibility will require longitudinal studies beginning at birth with thorough measurement of family circumstances, repeated measures of personal characteristics, and long follow-up for the occurrence of health events. In New Zealand, two such longitudinal studies are in process: the Dunedin Multidisciplinary Health, and Development Study and the Christchurch Health and Development Study. The participants in both these studies are currently aged in their 20s.
Assuming that the causal component of the education-mortality association is sizeable, improving an individual’s educational status would take years, probably decades, to effect a change in their expected health status due to the time lag incurred on the various possible causal pathways. At a community or country-level, it seems likely that increasing the average educational status of the population would have health benefits over and above the individual-level effects. For example, a more highly educated population would probably perform better economically on an international scale, attracting more health enhancing resources to the population as a whole. Thus, higher educational attainment is likely to have health (and other social and economic) benefits via both individual-level and population-level mechanisms.

1.2 Labour force status

The patterns of adult mortality among the unemployed and non-active labour force compared to the employed in the 1991 NZCMS cohort were consistent with findings in the OPCS LS (Bethune 1996; Lewis and Sloggett 1998; Moser et al 1984; Moser et al 1986; Moser et al 1987) and linked census–mortality studies in other countries (Iversen et al 1987; Martikainen 1990; Sorlie et al 1995; Sorlie and Rogot 1990). In particular, the up to 50% excess mortality risk among the unemployed compared to employed in this report, and the twofold to threefold increased risk among the non-active labour force, were consistent with international studies. Likewise, controlling for other socioeconomic factors reduced the all-cause mortality gradient by about a third, and this was consistent with international studies.

Assuming that much of the association of non-active labour force status with mortality was due to health selection, perhaps the most interesting labour force results in this report were for the association of unemployment with cause-specific mortality. The univariate risk ratio of suicide death among unemployed compared to employed males was 2.70 (1.84 to 3.95) for males and 2.86 (1.19 to 6.85) for females. Furthermore, controlling for income, education and car access only reduced the risk ratios to 2.35 and 2.58, respectively. This minor reduction in the suicide risk ratio following multivariate control was in contrast to the larger reductions for cardiovascular disease and unintentional injury. International studies have also found relatively little confounding/mediation of the association by other socioeconomic factors (Iversen 1974; Lewis and Sloggett 1998; Martikainen 1990; Moser et al 1984). It seems likely, therefore, that the suicide association is not mediated to a large extent by material consequences of unemployment (eg, poverty) nor is it due to residual confounding.

Neither does it seem likely that the association of unemployment with suicide is due to health selection. First, the all-cause mortality risk plots over time for the unemployed did not show decreasing mortality as would be expected by health selection (Appendix C). Second, international studies with longer follow-up than the NZCMS have found that the association of suicide is still strong after five, or even ten years (Iversen 1974; Lewis and Sloggett 1998). (Note, however, that if psychosocial mechanisms mediate the association of unemployment with suicide, we might expect a short time lag and hence stronger effects soon after the onset of unemployment.) Third, while it is possible to argue that mental ill-health might be a cause of unemployment, research using repeated measures has demonstrated the reverse – unemployment among young men pre-dates symptoms of depression and anxiety (Montgomery et al 1999).
Regarding cardiovascular disease and unintentional injury, there was a modest association with unemployment in the 1991 NZCMS cohort, and that association was mostly explained by the potential mediators/confounders of education, income and car access. Whether the association for these other causes of disease was entirely due to confounding is impossible to state. One also needs to consider that there was probably linkage bias such that the association of unemployment with mortality was underestimated in the NZCMS.

The relationship of unemployment with mortality is plausible – particularly for suicide. Unemployment is stressful and socially isolating in addition to having financial consequences (Bartley 1994). Stress and loss of social support have both been shown to be related to mortality (Berkman and Glass 2000). Particularly for non-suicide deaths, the best way to conceptualise the association of unemployment with mortality might be in a life-course framework as advanced by Montgomery and colleagues (Montgomery et al 1996; Montgomery et al 1998; Montgomery et al 1999). They have shown that unemployment itself is predicted by childhood health and social indicators that will also be associated with adult mortality (ie, technically confounders), but also that unemployment may help establish life-long patterns of hazardous behaviour and symptoms of depression and anxiety.

Finally, it would be imprudent to dismiss the increased mortality risk among the non-active labour force as spurious or inconsequential. First, about half the deaths among 25–64 year olds in the 1991 NZCMS cohort were in the non-active labour force. Second, while much of their excess mortality risk may be due health selection, probably not all of it is. It seems likely that some of the putative causal mechanisms associating unemployment and mortality might apply for the non-active labour force. For example, while not meeting the definition for unemployment, there will be many people among the non-active labour force who are suffering from chronic unemployment in the more general sense, but may have ceased actively looking for work.

### 1.3 Household income

Interpreting the association of household income with mortality is complex and difficult. In this report there were strong univariate associations of household income with all-cause mortality (particularly among males and 45–64 year olds) and all specific causes of death other than non-lung cancers.

Exhaustive testing was undertaken for possible health selection effects, the result being that there were some suggestions of both drift and differential health selection – but not much. For example, the mortality risk plots over time (not excluding the non-active labour force) were mostly parallel by income-level, including for cancer deaths, failing to suggesting that drift health selection was not evident within three-years of follow-up (Appendix C). Excluding sickness beneficiaries and pre-hospitalised deaths did not dramatically reduce the cancer and cardiovascular disease mortality gradients by income – certainly no more than for the baseline analyses by NZDep91 that were assumed to be immune from drift health selection effects. However, controlling for labour force status dramatically reduced the income–mortality gradients for cancer (and somewhat for cardiovascular disease and suicides) but not for unintentional injury deaths – exactly the pattern we would expect if health selection was inflating the univariate associations of income with cancer mortality.
Several reasons may explain why the income–mortality gradients in this report dramatically reduced following the control for labour force status. These included confounding by labour force status and health selection. Short-term health selection was not directly detected during the three years of follow-up, but both a small amount of undetected short-term health selection and some longer-term health selection may have been present and affected the income–mortality gradients. For example, long-standing illness among the non-active labour force on census night may have caused death at a fairly constant rate over three years.

However, controlling for labour force status may have overcontrolled the income–mortality association for two reasons. First, labour force status is a proxy for health status, and health status is on the causal pathway between socioeconomic factors and chronic diseases. However, if this overcontrol due to including an intermediary variable in the analyses was a substantive issue, then the education gradients should also have reduced substantially following additional control for labour force status – yet they did not. Second, health selection out of the active labour force that was differential by household income-level would have caused the income–mortality association to be underestimated. But again, this phenomenon should also have applied to the education gradients.

What have other researchers found regarding health selection and income–mortality gradients? In short, little is known, and this is due to the lack of international studies with income data. Of interest though, income–mortality gradients were strong in the US NLMS, and reduced following control for labour force status, but not quite as much as in the NZCMS (Backlund et al 1996; Backlund et al 1999; Sorlie et al 1995). Also, all-cause mortality gradients reduced in a similar manner following control for labour force status in a linked census–mortality study using 1990 Finnish census and taxation data and five years of subsequent follow-up (personal communication, Pekka Martikainen, July 2000). (The recent addition of income data to the Finnish-linked census mortality data will provide important comparative data for the NZCMS.)

Considering morbidity, controlling for labour force status has been found to dramatically reduce the association of income with chronic conditions and perceived general health (Stronks et al 1997). Stronks et al interpreted this reduction as being due to health selection. However, longitudinal income dynamics studies find that while there is health selection, there remains an underlying association of income and health status – not just reverse causation (Benzeval et al 2000).

Having concluded that health selection probably causes an overestimate of the association of cancer (and to a lesser degrees cardiovascular disease and suicide) with income in the NZCMS, was there still a residual association of income with mortality? For cardiovascular disease and unintentional injury deaths, almost certainly yes – as there were still strong associations of income with mortality in the multivariate models. For cancer and suicide deaths, possibly not.
International studies have shown that measures of income averaged over time are better predictors of mortality than a one-off cross-sectional measures such as a census (Lynch et al 1997b; McDonough et al 1997). However, there is also some measure of stability over time in household income. The New Zealand 1991 census household income variable is also not measured particularly accurately, being based on answers given by individuals within each household to a single tick-box question on gross income in the last year. Therefore, along with opposing health selection effects, the associations of income and mortality in this report are probably underestimated due to measurement error of income – particularly if the association of ‘usual’ or ‘average’ income with mortality is being inferred.

1.4 Car access

The association of car access with adult all-cause mortality, cardiovascular disease and suicide deaths was strong in the 1991 NZCMS cohort. These findings agree well with those previously documented in the UK (Davey Smith et al 1990; Filakti and Fox 1995). Assuming that car access was a (rather poor) proxy for asset wealth, this finding suggests that the association of mortality with wealth would be stronger again, were assets more accurately measured.

2 The NZCMS – a precedent for New Zealand

The NZCMS is a precedent in New Zealand. Not only have census and mortality records never been linked before, but no other data set has been linked with census data. Of the submitted mortality records for 0–74 year olds, 76.6% were anonymously and probabilistically linked to a 1991 census record – the study base for this report. This linkage success is comparable with other linked census–mortality studies that, unlike the Scandinavian countries, have not had the luxury of unique personal identifiers. The classic 1960 Matched Records Study in the USA by Kitagawa and Hauser (Kitagawa and Hauser 1973) achieved a 77% linkage rate using matching variables not dissimilar to the NZCMS. Moreover, the linkage rate by age was similar to that in the NZCMS (Table 18). The 1960 Matched Records Study only linked deaths in the four months after census night, compared to three years for the NZCMS. In Italy, 75–78% of deaths in the six months following the 1981 census in Italy were linked back to that census (Faggiano et al 1995; Kunst et al 1996).

The 1991 census–mortality study was prone to linkage bias consequent on the less than complete ascertainment of the mortality outcome. Within demographic strata, there was residual linkage bias by socioeconomic position. By small area deprivation, decedents from the most deprived decile were 13%, 11%, 9%, and 4% less likely to be linked to a mortality record than decedents from the least deprived decile for 25–44 and 45–64 year old males, and 25–44 and 45–64 year old females, respectively (Table 20). However, for deciles 1 to 9 (particularly 2 to 8), there was very little difference in the probability of being linked to a census record. Likewise, by NZSEI occupational class for males there was little substantive difference in the probability of being linked to a census record for male decedents from occupational classes 1 to 5 (Table 23). Male decedents from occupational class 6, however, were 25% and 6% less likely to be linked than decedents from class 1, for 25–44 and 45–64 year olds respectively. (There was little difference between classes 2 to 5 for 25–44 year old males, rather the comparison between classes 1 and 6 appeared to be extreme results.)
This systematic difference in linkage success led to a misclassification bias of the mortality outcome (ie, more deaths missed in the lowest socioeconomic groups compared to the highest). This linkage bias caused an underestimate of the risk ratios comparing the lowest and highest socioeconomic groups, most notably for males and 25–44 year olds. However, for the majority of socioeconomic groups there was little difference in the proportion of mortality records linked to a census record, and hence little expected bias of the risk ratios.

Comparisons of the full and restricted data sets identified little selection bias for analyses based on the restricted cohort (approximately 80% of the census respondents) for whom there was complete data for education, income, labour force status and car access. Linkage and selection biases tended to cancel each other out for all-cause mortality among 45–64 year old males, and unintentional injury mortality among 25–64 year old males. Otherwise, the combined impact of selection and linkage bias on the univariate results for the 1991 census cohort reported in this report was to cause socioeconomic mortality gradients to be underestimated by up to 25% – although this net bias varied by demographic group and cause of death.

3 Future directions and policy implications of the NZCMS

This report, and the NZCMS more generally, may be viewed as ‘infrastructure research’. That is, the NZCMS has demonstrated that anonymously and probabilistically linking census and mortality records in New Zealand provides robust data that may be used to increase the understanding of health inequalities in New Zealand. The NZCMS has obvious limitations: census data do not capture socioeconomic factors as completely as we would like; intermediary variables (eg, blood pressure, diet) are not recorded on census data; there is some linkage bias – although it is modest and quantified; and the follow-up is short, making some analyses (eg, income) prone to health selection. However, there are many strengths including: cohort studies of the entire population are created at relatively little marginal cost (n = 3 to 4 million); socioeconomic mortality gradients can be measured for both sexes, for ages 0–74 years, and for a range of socioeconomic factors other than occupational class and small area deprivation for which we already have data in New Zealand; by linking other censuses (ie, 1981, 1986, and 1996) to mortality data, we can compare socioeconomic mortality gradients over time in New Zealand; and the NZCMS results are comparable to results from similar studies overseas, so allowing cross-national comparisons.

The future directions for the 1991 census cohort of the NZCMS are:

1 To measure socioeconomic mortality gradients among children and 65–74 year olds in the cohort.

2 To conduct multilevel analyses to measure the association of contextual variables (eg, income inequality and small area deprivation) with mortality having controlled for individual-level socioeconomic factors.
To determine the numerator–denominator bias between ethnicity data collected on mortality data and ethnicity data collected on census data. There are large differences in New Zealand between mortality and census data as to who is assigned as Maori, Pacific, or non-Maori non-Pacific (Pomare et al 1995), causing routinely published (i.e., unlinked analyses) ethnic-specific mortality rates to be grossly underestimated. As the NZCMS links census and mortality records, it is possible to directly compare ethnicity between census and mortality data for what is highly likely to be the same person.

To measure socioeconomic mortality gradients within ethnic groups, and to determine the overlap between socioeconomic and ethnic mortality inequalities.

To compare socioeconomic mortality gradients in New Zealand during 1991–94 with those in other countries.

Perhaps the most exciting future direction in the NZCMS is the anonymous and probabilistic record linkage of the 1981, 1986 and 1996 censuses each to three subsequent years of mortality data. Comparisons of socioeconomic mortality gradients over a 20-year period of radical socioeconomic change in New Zealand will then become possible – essentially a unique natural experiment. Further into the future, the linkage of the 2001 and subsequent censuses with mortality could become a routine function of Statistics New Zealand and the Ministry of Health.

The policy implications of this report, and the NZCMS more directly, might be considered twofold. First, despite its limitations, the NZCMS does throw light on causal mechanisms of relevance to policy makers. For example, results in this report strongly suggest that:

- unemployment is causally associated with suicide
- education is a strong underlying determinant of premature mortality – increased education attainment of today’s children and youth should yield lower adult mortality in the future
- redistribution of material factors (income and wealth) in our society should lower mortality rates among poorer people and (because of the non-linear association of income with mortality) the population as a whole.

The results in this report also provide further evidence of health inequalities in New Zealand. This evidence should be considered during resource allocation, for example, when constructing population-based funding formulas for distribution of health-care resources.

The second policy implication of the NZCMS is more diffuse. While we may not fully understand the causal mechanisms driving socioeconomic inequalities in health at the individual-level, the NZCMS does provide a tool to monitor socioeconomic mortality gradients over time and between countries. As such, we will be able to determine whether mortality gradients increase or decrease coincident with macro-social and economic changes in New Zealand. Determining which features of the macro environment are causally related to health inequalities in the population is a complex task, but NZCMS results compared both over time and with other countries have the potential to identify changes in the social structure that are associated with smaller or greater health inequalities.
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Appendix A: Socioeconomic Mortality Gradients - Literature Review

Box 5: Overview of Appendix A

Following a brief overview of socioeconomic position generally, separate sections are presented for education, labour force status, income, and asset wealth (car access and housing tenure). Each section commences with a description of the socioeconomic factor and its theoretical reason for being associated with mortality, followed by a selected review of empirical studies describing aspects of the association of each socioeconomic factor with mortality relevant to this report and the NZCMS.

Education
Education is both a marker of socioeconomic position generally at one point of the life-course, and a marker of specific factors that may be causally relevant: knowledge of healthy lifestyles, and an attitude to life that involves investing in one’s future. Education has been commonly used as a measure of socioeconomic mortality gradients in the US and in European cross-national comparisons. Higher educational attainment has been consistently associated with lower mortality, including independently of income and material factors (although the latter are likely pathways from education to mortality risk).

Labour force status
Non-labour force status (eg, retired, not seeking work) is associated with mortality largely due to health selection – if you are in poor health and about to die, then you are probably unable to work. Some of the association is also probably due to other factors such as confounding by socioeconomic position.

Unemployment (ie, actively seeking and available for work) might be related to health through one of four mechanisms: material disadvantage, psychosocial stress, health-related behaviour, and as part of the life-course. The association might also be spurious due to health selection, a point that is debated in the literature.

Occupational class
Occupational class is the most commonly used socioeconomic factor to measure socioeconomic mortality gradients. It is usually operationalised in a Weberian manner, being a measure of the education requirements and monetary payoffs of a particular occupation, which in turn presumably reflects access to resources and life chances that affect health. Occupational class mortality gradients have been documented in numerous contexts. An important bias may arise when current occupation is used to assign occupational class.
Income

Income is considered to influence health outcomes by facilitating access to medical care, good housing, good diet, good working conditions, less exposure to noxious environment, and social amenities - although this materialistic explanation has recently been challenged by a psychosocial explanation. Income has been strongly associated with mortality. It is unclear whether this association is causal, or whether income is a proxy for other socioeconomic factors or exposures earlier in the life-course that are actually causing the apparent association with mortality. That said, income measured at one point in time is highly correlated with income earlier in life. The observed income–mortality gradient may also be biased by health selection, whereby poor health causes a drop in income.

Asset wealth

Asset wealth is difficult to measure directly - hence proxies like car access and housing tenure have been used. They are both strong predictors of health status.

There is varying use of the terms social class, socioeconomic position and socioeconomic status in the health literature. For example, social class is often used as an umbrella term that includes a number of possible socioeconomic factors (eg, income, education, occupational scales), particularly in the US (Berkman and Macintyre 1997; Krieger et al 1997). In this report, the framework as outlined by Davis et al (Davis et al 1997) has been followed. At the first level of categorisation, ‘social class’ is differentiated from ‘socioeconomic status’.

‘A class, in Marx’s original sense of the word, may be defined as a group of people who share a common economic situation, based upon their relationship to the means of production, and whose interests inevitably conflict with those of others. Indeed the term ‘class’ is arguably rendered meaningless when removed from the context of the full theoretical arsenal of Marxism.

’Socioeconomic status’, on the other hand, must be understood in terms of socioeconomic stratification, the patterned unequal distribution of opportunities, advantages, resources and power among subgroups of a given population. Distinct ‘socioeconomic strata’ may thus be said to exhibit differential life chances, living standards and associated cultural practices. While it is common place for researchers to use the term ‘class’ to refer to the type of social stratification measured in their research, it is clear that socioeconomic status is in fact the construct they most seek to operationalise.’ (Davis et al 1997, p.8, non-italics in original).

Regarding the last point made by Davis et al, occasional studies attempt to examine socioeconomic inequalities in health from a Marxist class perspective (eg, Wright 1995), but the majority of studies, even when using the term ‘social class’ (eg, Davey Smith et al 1998b; Marmot and Theorell 1988; Pearce et al 1991), are more correctly examining socioeconomic stratification. That is, the majority of studies use a Weberian framework, in which society is viewed as being stratified by more than just access to the means of production, for example prestige, social status, and factors influencing life chances such as education (Edgell 1993; Liberatos et al 1988; Lynch and Kaplan 2000).
Recently, social epidemiologists have recommended the use of the term ‘socioeconomic position’ rather than ‘socioeconomic status’ to represent the overarching concept (Krieger 2001; Lynch and Kaplan 2000). This recommendation arises from the fact that the word ‘status’ is closely aligned with prestige or social hierarchy measures, whereas ‘position’ more comfortably subsumes all of income, education, occupational class, material and social deprivation, absolute and relative poverty and so on. This report follows this recommendation and as such updates the use of the term socioeconomic status in the PhD report on which this report is based.

It is important to consider whether socioeconomic position is best viewed as one underlying construct or dimension, or whether the separate socioeconomic factors (eg, income and education) are best viewed as separate socioeconomic exposures with independent relationships with health. For example, assume that low-income people have twice the mortality of high-income people. First, we could interpret this finding as meaning that low socioeconomic position people have twice the mortality of high socioeconomic position people. That is, we are interpreting income as a proxy for the underlying construct of socioeconomic position. Alternatively, we could interpret this finding as meaning that low-income people have twice the mortality of high-income people, independently of other factors (including other socioeconomic factors). That is, we are assuming that if we experimentally manipulated peoples’ incomes such that everyone became a high-income earner, but nothing else changed, then the people with previously low incomes would now have the same mortality rate as the previously high-income people.

It may be argued that the consideration of the independent effects of separate socioeconomic factors on health is of little use, if not meaningless, as:

• in real-life (dis)advantage on separate socioeconomic factors cluster within individuals, and it is thus contrived to consider the effect of, say, income on mortality, independent of other socioeconomic factors
• even if the independent effect of separate socioeconomic factors could be estimated, the joint effects of (dis)advantage on multiple socioeconomic factors are unlikely to be additive due to the synergistic or multiplicative effects of multiple (dis)advantage
• separate socioeconomic factors cannot be assigned a discrete meaning; rather the underlying construct of socioeconomic position is an organising principle in society over which the exposures that actually affect health (eg, self efficacy, psychosocial stress, risk behaviours) are unevenly distributed.

Therefore, it may be argued that it is more parsimonious and realistic to consider socioeconomic position as a single construct. The corollary of this is that we should create composite indices of socioeconomic position, and measure multiple socioeconomic factors only to gain accuracy for this composite measure.
Creating such composite indices of socioeconomic position means that the ‘determinants of health’ panel in the upstream determinants of health in Figure 2 is reduced to a single measure of socioeconomic position. It would still be feasible to determine whether ‘government policies’ affect the socioeconomic construct, to determine whether ‘government policies’ modify the observed effect of the socioeconomic construct on health, and finally, to determine what pathways of midstream and downstream determinants appear to mediate the effect of the socioeconomic construct on health. However, it would not be feasible to determine the effect on health for separate socioeconomic factors. (Further problems also arise with comparisons between studies that will invariably use different composite indices.)

The position taken in this report and by the NZCMS more generally is that, in most circumstances, it is desirable to estimate the independent effect of separate socioeconomic factors on health. For example, it is a relevant policy (and aetiological) question to ask: ‘Would income maintenance affect coronary heart disease mortality, independent of other socioeconomic factors?’ ‘Would policies to decrease unemployment reduce the suicide rate, independent of other socioeconomic factors?’; and (over the long term) ‘Would raising the educational status of New Zealanders affect mortality?’ Reviews of the measurement of socioeconomic position highlight that most researchers and theoreticians advocate the use of multiple measures of socioeconomic position – not composite indices (Davis et al 1997; Liberatos et al 1988). Moreover, most studies of the association of numerous socioeconomic factors (eg, income, education, and occupational class) with health outcomes find that while there is some overlap between socioeconomic factors in the relationship with health status, there are clear independent contributions from each socioeconomic factor in most studies (Liberatos et al 1988; Sorlie et al 1995).

In the remainder of this section, the association of separate socioeconomic factors with mortality: education, labour force status, occupational class, car access, housing tenure and income are considered. The ordering of these socioeconomic factors approximates a life-course chronology of socioeconomic exposure among 25–64 year olds. At age 25 years, most people have completed their education. Occupational class captures the potential to convert education into income and asset accumulation, and income (in most studies) applies to a period immediately preceding the commencement of follow-up. As described above these socioeconomic factors also capture different elements of socioeconomic position, in addition to being measures of socioeconomic position at different points of the life-course. In using this framework of socioeconomic factors upon which to structure this section, the life-course position of each variable and the possible different causal relation between each variable and mortality have been emphasising. It is conceded, however, that much of the literature treats each socioeconomic factor as exchangeable. If it is true that individual socioeconomic factors are no more than markers of some larger entity, then the causal mechanisms connecting each socioeconomic factor to mortality will be essentially the same.
It is not my intention to systematically review the entire literature for each socioeconomic factor – the literature is simply too voluminous, and the review would become too repetitious. Rather, priority has been given to the following types of studies:

- The New Zealand studies by Pearce and colleagues on occupational class, the only robust evidence in New Zealand on the association of individual-level measures of socioeconomic position with mortality. Following the development of indices of small area deprivation (Crampton et al 1997; Salmond et al 1998), Salmond, Crampton and colleagues have conducted analyses of the association of deprivation and mortality in New Zealand (Salmond and Crampton 2000; Salmond et al 1999). Analyses in the NZCMS will make extensive use of this small area measure of deprivation in multilevel analyses to examine the possible ecological effect of deprivation on mortality controlling for individual-level socioeconomic factors. However, this report focuses on the individual-level measures of socioeconomic position as a first step, and treats the small area deprivation index principally as a validation tool.

- Studies with a similar design to the NZCMS, ie, linked census–mortality studies such as the OPCS Longitudinal Study and the US NLMS.

- Studies of socioeconomic mortality gradients in developed countries – a great deal has been written on social factors and health in developing countries, but this work will not be reviewed here.

- Cross-national comparison studies, particularly those by Kunst, Mackenbach and colleagues in the European Union Working Group on Socioeconomic Inequalities in Health. Cross-national comparison studies provide both a summary of the socioeconomic mortality gradient for a number of countries, and point to variations in socioeconomic mortality gradients between countries. ‘Large dissimilarities would imply that socioeconomic inequalities in health are highly sensitive to specific national circumstances’ (Kunst et al 1998d, p.1636). If socioeconomic mortality gradients vary across countries then this may provide clues as to how socioeconomic mortality gradients are modified by the most upstream determinants in Figure 2 (eg, government policies), or may provide clues as to the varying importance across countries of specific causes of death (eg, heart disease) and pathways (eg, alcohol consumption).

- Studies that examine the independent effects of two or more socioeconomic factors considered simultaneously. Such studies may give clues as to the aetiology of socioeconomic mortality gradients, and guidance to policy-makers as to which socioeconomic factor(s) to target for intervention.

- Studies that examine possible pathways between socioeconomic position and mortality (eg, psychosocial, behavioural, and materialistic). While midstream or pathway variables are unavailable for analysis in the NZCMS (except smoking in the 1981 and 1996 censuses), it is important to have an understanding of the likely pathways for the observed socioeconomic mortality gradients.
Regarding the last bullet point it must be noted that there is a vast and growing literature on the midstream factors that may mediate the association of socioeconomic position with health. Types of approaches that researchers have taken in tackling this topic include a life-course approach (eg, Blane 1999; Kuh and Ben-Shlomo 1997), focusing on psychosocial pathways (eg, Marmot et al 1997a) including the possible physiological changes effected by psychosocial factors (eg, Brunner 1997; Brunner and Marmot 1999; McEwen 1998; Sapolsky et al 1997; Shivley and Clarkson 1994), focusing on health related behaviours (eg, Emmons 2000; Lynch et al 1997a), and focusing on material factors (eg, Schrijvers et al 1999). Moreover, many of these pathway mechanisms have a high degree of overlap between specific socioeconomic factors. It is not possible in this report to do full justice to these areas of research.

The literature reviews for each socioeconomic factor are structured in three parts:

• a general overview, including the meaning of the socioeconomic factor and theoretically plausible mechanisms of action
• a review of empirical findings of the ‘highlighted’ studies
• a brief conclusion.

1 Education

Education has a distinct empirical advantage as a measure of socioeconomic position: it is fixed relatively early in life, and therefore is not prone to health selection effects. Disadvantages include the secular trends in educational attainment over time that make comparisons between cohorts difficult and the fact that it is not necessarily related closely to adult socioeconomic position. An additional problem is that education often fails to evenly stratify people – many people are assigned to one category of education (eg, nil formal qualifications), and only a few have attained the highest educational attainment. However, this problem may be largely historical now with the increasing educational attainment of populations in recent decades.

Education may be related to mortality in the following ways. First, education is a marker of parental socioeconomic position and socioeconomic conditions of childhood and early adulthood, giving it a firm place in the life-course (Lynch and Kaplan 2000). It may be that childhood and early adulthood socioeconomic factors (as indicated by education) affect adult mortality by latent effects, or by adding to a life-course of cumulative social (dis)advantage, or by determining adult socioeconomic factors which in turn affect mortality (Kuh et al 1997).

Second, education may be thought of as a measure of ‘health capital’ – education may influence health outcomes through its influence on choice of lifestyle behaviours (eg, exercise, diet), problem-solving capacity, and values (eg, importance of preventive health-related behaviour) (Liberatos et al 1988).

‘Exposure to formal education involves gathering facts, learning concepts, and finding out how to access information. It may provide a set of cognitive resources that have broad potential to influence health.’ (Lynch and Kaplan 2000, p.22).
Winkleby et al found that education was more strongly related to risk factors for cardiovascular disease than income and occupation and that finding offers support to this 'health capital' mechanism (Winkleby et al 1992).

Third, people with different educational attainment vary in unobservable ways, including time preferences for investing in their future (including their future health) (Fuchs 1979). Thus, some third factor may be associated with both higher education and lower mortality risk (ie, confounding).

1.1 Findings

1.1.1 The association of education with mortality

The OPCS Longitudinal Study is limited with regard to education as a measure of socioeconomic position, as educational qualifications below A-levels were not elicited in the 1971 census. Thus, 81.3% and 85.3% of males and females aged 18–70 at the 1971 census have no elicited education (Fox and Goldblatt 1982). For the approximately 15% of the 18–70 year old population with A-levels or higher, the SMRs compared to the total population were notably reduced: 69 and 77 for those with a university degree, for males and females respectively; 83 and 88 for those with a qualification higher than A-levels (but not a university degree); and 93 and 78 for those with A-levels.

Education is more commonly and comprehensively used as a measure of socioeconomic position in the USA and Europe. Hauser and Kitagawa (1973) reported a 64% greater mortality among 25–64 year old men in 1960 with 0–4 years of school education compared to four years or more of college education, using data from the 1960 US Matched Records Study. The comparable difference for females was 105%, although this was mainly due to a much lower than expected mortality among the females with four or more years of college education – otherwise the socioeconomic mortality gradients were similar across sexes. The education–mortality gradient was greater at younger ages. Figure 16 shows these SMR results, but with the categories of education aggregated somewhat to allow further standardisation by family income. Standardising by family income explained less than 50% of the socioeconomic mortality gradient by education for each sex.
Figure 16: Standardised mortality ratios (SMRs) for 25–64 year olds by education in the 1960 Matched Records Study, standardised by age and by age and family income
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Comparing the above results from the 1960 Matched Records Study with mortality differentials by education during 1971–84, Feldman et al concluded that (relative) socioeconomic mortality gradients for males had increased in the US within two decades (Feldman et al 1989). Among men aged 55–64 years, the excess mortality for the low versus highly educated increased from 17% to 50% between the two time periods. Much of this increased socioeconomic mortality gradient for males was due to an increasing gradient for heart disease – in 1960 there was no apparent gradient by education for heart disease deaths. For females, Feldman et al reported little change over the two decades. Feldman et al also found that controlling for family income and other baseline risk factors (ie, smoking, BMI, blood pressure and serum cholesterol) did not explain much of the heart disease gradient in 1971–84, corroborating the findings emerging from the Whitehall Study in the UK for occupational status (Marmot et al 1984). Pappas et al have also demonstrated increasing mortality gradients over time in the US, using the Matched Records Study as the baseline measurement (Pappas et al 1993).

The US National Longitudinal Mortality Study measured the association of education with mortality during the 1980s (Sorlie et al 1995). Adjusting for age only, strong associations of the number of years of education with mortality were found for males and females aged 25–44 and 45–64 year olds, but somewhat diminished associations were found for those aged 65 years and older. Figure 17 shows the association for 45–64 year males and females adjusting for age only, and also adjusting for age, race, labour force status, income, marital status, and household size. This latter multivariate adjustment explained much of the education association. Some of the multivariate adjustment may be considered as controlling for confounders (eg, race, marital status and household size), some as adjusting for confounders/mediators of the association of education with mortality (eg, labour force status, and family income), and possibly also introducing some bias from differential health selection (ie, controlling for labour force status).
1.1.2 Cross-national comparison studies of educational mortality gradients

Perhaps the most authoritative overview of the association of education with mortality is a cross-national comparison study conducted by Mackenbach, Kunst, and others (Mackenbach et al 1999). Seven countries were included with data mostly from the 1980s: the United States, Finland, Norway, Italy, the Czech Republic, Hungary and Estonia. To maximise international comparability, education was aggregated into two broad categories: up to higher secondary school, and higher secondary school and tertiary. Comparisons were for females and males aged 20–74 – except the Czech Republic where the age range was 25–64.
With the exception of a relatively low educational difference in all-cause mortality among females in the Czech Republic (rate ratio 1.09), the educational disparity was approximately the same for females in the remaining countries (rate ratios 1.18 to 1.31). For males there was greater variation in educational inequalities, with rate ratios ranging from 1.25 in Norway to 1.66 for the Czech Republic and 1.78 in Hungary. Thus, all-cause mortality inequalities by education tended to be smaller among females. Much of this sex difference was due to the causes of death: females were more likely to die of cancer, and educational inequalities in cancer were relatively small. However, there was also an interesting pattern of educational inequalities being greater among females for cardiovascular diseases, and greater among males for lung cancer, respiratory diseases, and external causes. These findings suggest a different patterning of health-related behaviours by sex and educational status – an expectation supported by cross-national studies of educational inequalities in health-related behaviours (Cavelaars 1998; Cavelaars et al 2000; Cavelaars et al 1997). The question then is ‘why does the social patterning of health-related behaviours vary by sex?’ Mackenbach et al (1999) hypothesise that males may tend to respond to the material disadvantage and psychosocial stress associated with low educational status by taking up relatively dangerous behaviours (eg, smoking, and excessive alcohol consumption). Conversely, females respond differently (eg, obesity rather than excess alcohol consumption) due to access to different types of behavioural responses. This hypothesis may explain both some of the generally greater educational inequalities in all-cause mortality for males compared to females, and some of the differences by cause of death (eg, cardiovascular disease).
An additional observation from the cross-national comparison study of Mackenbach et al (1999) is that, for males at least, there was a tendency for the educational mortality gradients to be greatest in the former communist countries. Likewise, educational inequalities in mortality in Russia have been found to be as large, if not larger, than in western countries (Shkolinov et al 1998). These findings are of importance for two reasons. First, it illustrates that large, if not larger, socioeconomic mortality gradients are present in a political and social system that ostensibly aimed to annul inequalities. Second, it provides an interesting natural experiment: in communist countries the correlation between education and income is not as strong as in the west. For example, a medical career required a long education but did not result in a high income. Moreover, income differentials were less in the communist countries. Income and material factors are therefore unlikely to explain the educational mortality gradients in the former communist countries. Some direct evidence to support material factors being an unlikely pathway between education and health in the former communist countries comes from a cross-sectional survey of cardiovascular risk factors in the Czech Republic (Bobak et al 1999). This survey found that material factors were inconsistently associated with cardiovascular risk factors, and that material factors did not explain the strong association of education with risk factors. On the contrary, many studies in western countries suggest that educational mortality gradients are largely 'explained' by income or material factors (Backlund et al 1999; Lantz et al 1998; Schrijvers et al 1999).

Bobak et al (2000) extended the work in the Czech Republic with a case-control study of myocardial infarction (Bobak et al 2000) – a part of the MONICA studies. They found a strong independent association of education with myocardial infarction, but not so for material factors (measured by the proxy of car ownership). When two exposures are both highly correlated and measured with error (as are education and income in western countries) it is not possible to reliably discriminate the independent effects of either variable (Davey Smith and Phillips 1992; Phillips and Davey Smith 1991). Thus this Czech study is important due to the lack of correlation of education and car ownership, and suggests that education is more important than material factors. Thus, educational inequalities in mortality may not be due to a life-course pathway whereby education determines adult income and material factors which, in turn, affects mortality. Rather, it may be that educational inequalities are mediated by other 'health capital' (including health-related behaviours) or psychosocial pathways as described at the beginning of this section. The two notable limitations to this study are whether it is generalisable to other countries, and whether car ownership is an adequate measure of material circumstances.

1.1.3 Material versus behavioural pathways from education to mortality: the Dutch Longitudinal Study on Socioeconomic Health Differences

Returning to western countries, several studies have demonstrated the uneven distribution of behaviours by socioeconomic group, but it is not enough to explain socioeconomic mortality gradients (Davey Smith et al 1994; Davey Smith et al 1990; Doornbos and Kromhout 1990; Lantz et al 1998; Lynch et al 1997a). Schrijvers et al examined how much of the association of education with mortality was explained by health-related behaviours versus materialist factors, together and independently (Schrijvers et al 1999). They used the Longitudinal Study on Socioeconomic Health Differences in the Netherlands, an aselect sample of 19,000 15–74 year olds, followed-up from 1991–96. Education was categorised at four levels: higher vocational school and university; intermediate vocational school and intermediate or higher secondary school; lower vocational school and lower secondary school; and primary school only. The rate ratios of mortality adjusting for confounders (age, sex, marital status, religious
affiliation, degree of urbanisation) were 1.00 (reference), 1.28 (0.85 to 1.93), 1.48 (1.02 to 2.13), 1.64 (1.13 to 2.40) for the four levels of education, respectively. The behavioural factors included were alcohol consumption, smoking, BMI, and physical activity. The material factors included were financial problems in the preceding year, employment status (working, unemployed, disabled, retired, and housewife), and a proxy for income (combined index of health insurance, housing tenure, and car access). By conducting separate regression models adding either the behaviours or the material factors, and adding both the behaviours and material factors, Schrijvers et al estimated the contribution of behavioural and materialist factors to the educational mortality gradient. As shown in Figure 19, they estimated that about 30% of the association of education with mortality was explained directly by material factors, a quarter was explained directly by health-related behaviours, and another quarter by a pathway through material factors to behaviour. Thus, perhaps over 50% of the education-mortality association was explained in total by material factors. However, as discussed in Chapter 1, analyses such as those by Schrijvers et al (1999) are subject to many possible sources of error, including:

- assuming that the reduction in the association of education with mortality due to controlling for material factors and behaviours was due to allowing for pathways including these variables may be an overestimate. The reduction may have been due to both the intermediary and confounding components of the material and behavioural variables
- conversely, there was undoubtedly measurement error of the behaviours and material factors, probably causing an underestimation of the contribution of behaviour and material factors to the educational mortality gradient
- finally, if psychosocial variables (or other variables) confound the association of material and behavioural factors with mortality, then excluding psychosocial variables may cause an overestimation of the contribution of behavioural and material factors.
1.2 Conclusion

Education is a strong underlying determinant of health and mortality risk. It is unclear whether this association represents:

- a sorting process of youth consequent on family circumstances, intelligence and a predisposition to invest in the future, where these (confounding) characteristics are the true underlying determinants of future mortality risk
- a pathway to increased access to material resources that affects mortality risk
- a pathway to healthier behaviours and lifestyles consequent on improved knowledge obtained through education
- or other processes (eg, psychosocial influences).

As a measure of socioeconomic position, education has the advantage of (usually) being fixed by early adulthood, thus representing a stable measure of socioeconomic position and a measure of socioeconomic position from earlier in the life-course. Disadvantages of education include the varying distribution of education between age cohorts, and measurement imprecision (eg, years of education rather than educational achievement).

With the increasingly recognised problems using occupational class for cross-national comparison studies, it is likely that education will be used more commonly in cross-national comparison studies in the future.
2 Labour force status

Mortality risk is markedly elevated among some categories of the labour force (e.g., the permanently sick, and the retired). This elevated mortality risk is undoubtedly due in large part to health selection. However, there is also usually an elevated mortality risk for the unemployed (but still in the workforce) versus the employed (e.g., Martikainen 1990; Martikainen and Valkonen 1996; Morris et al 1994; Moser and Fox 1984; Moser et al 1986; Moser et al 1987). The interpretation of this mortality differential between the unemployed and employed is problematic: it could be due to a real effect of unemployment on mortality risk, or it could be due to residual health selection into unemployment rather than out of the active labour force entirely. Additionally, the elevated mortality risk for the unemployed compared to the employed may be due to confounding, whereby extraneous factors (e.g., personality) are associated with both the chance of unemployment and mortality risk. Most commentators, however, have concluded that while health selection and confounding may explain some of the association of unemployment with excess mortality, there is an underlying causal relationship (Bartley 1994; Bartley et al 1999).

Bartley and Owen (1996) have provided direct evidence of the magnitude of health selection out of employment and into either unemployment or the non-active labour force (Bartley and Owen 1996). Using 20 years of British general household survey data, they demonstrate that people with limiting longstanding illness were concentrated in the non-active labour force, but not notably among the unemployed. Of particular interest, they convincingly demonstrated differential health selection out of the employed to the non-active labour force (but not into the unemployed) such that:

- lower socioeconomic people with a limiting longstanding illness were much less likely to retain employment that higher socioeconomic people with a limiting longstanding illness
- among the non-active labour force, a much greater proportion of lower socioeconomic people had a limiting longstanding illness compared to higher socioeconomic people
- during times of high population unemployment rates (e.g., mid-1980s), the proportion of health selection out of the employed and into the non-active labour force that was differential by socioeconomic position was much greater.

Bartley proposes four causal mechanisms that may mediate the relationship between unemployment and health (Bartley 1994; Bartley et al 1999): poverty or material disadvantage; psychosocial stress; health-related behaviour; and unemployment as part of the life-course.

Financial strain and lower incomes among the unemployed compared to the employed have been found to explain some of the variation in health status between the employed and unemployed. The need to borrow money after being made unemployed has also been linked to deterioration in physical health (Bartley et al 1999). Based on these findings, we would expect deterioration in the health of the unemployed if welfare benefits were reduced.
Loss of employment is a stressful life event, resulting in human reactions similar to those experienced in bereavement. One loses social support, self-efficacy, and a daily structure that accompanies employment, and one gains the new stressors of possible social isolation, exclusion and financial hardship. Such chronic stressors are associated with health status (Brunner and Marmot 1999; Ferrie et al 1995; Hemingway and Marmot 1999; Kaplan 1991; McEwen 1998), suggesting they may mediate some of the association of unemployment with health.

Health-related behaviours may be either confounders or mediators of the association of unemployment with health. Some of the studies of the association of unemployment with mortality imply they are confounders (eg, Morris et al 1994). There is not convincing evidence that loss of employment leads to deterioration in health-related behaviours (Morris and Cook 1991). Indeed, mass redundancy of construction workers in Finland saw an improvement in some health-related behaviours (decreased alcohol consumption and increased exercise) associated with long-term unemployment (Leino-Arjas et al 1999). It may be argued, however, that the acquisition of health-related behaviours must be seen in the context of life-course that includes past exposure to unemployment. For example, Montgomery et al have reported that there were significant associations of health-related behaviour at age 33 with previous bouts of unemployment, controlling for health-related behaviour at age 16 and other socioeconomic variables (Montgomery et al 1998). More directly, the ultimate self-destructive behaviour of suicide is strongly associated with unemployment (Lewis and Sloggett 1998; Moser et al 1984).

### 2.1 Findings

#### 2.1.1 All categories of labour force

Figure 20 presents the categories of ‘economic activity’ derived from the 1971 census in the OPCS Longitudinal Study. The active–inactive economical activity distinction is similar to the labour force–non-labour force distinction.
Not surprisingly, the standardised mortality ratios (SMRs) for the permanently sick in the OPCS LS following the 1971 and 1981 censuses were markedly elevated (Bethune 1996; Fox and Goldblatt 1982) (eg, 332 for males aged 15–64 and 588 for females aged 15–59 in the 10 years following the 1981 census, where 100 is the SMR for all labour force status groups combined (Bethune 1996)). Likewise, SMRs were elevated for temporarily sick people in the 10 years following the 1981 census (332 and 558, respectively) and retired people (163 and 218, respectively) (Bethune 1996). These elevated SMRs are undoubtedly due, in large part at least, to health selection. Fox et al (1985) also report the trend over the 10 years following the 1971 census in the males 15–64 year old SMRs for the ‘unoccupied’ (essentially the ‘permanently sick’ and ‘other inactive’ categories (Harding 1995)). The SMR was in excess of 300 in the first two years following the census, but then steadily tracked down to about 150 in 1980 before rising again to nearly 300 in 1981 (Fox et al 1985). Assuming that the 1981 SMR was an aberrantly high result due to small numbers, then these results of Fox et al suggest a decrease in health selection with increasing time between measurement of economic (in)activity and mortality. Such a decrease in the apparent effect of health selection over time is exactly what one would expect – the excess mortality for the unoccupied should reduce over time as those selected into the unoccupied due to poor health die or return to good health, and some of the initially occupied become sick. However, it is also possible that some of the tracking down of the mortality rate over time was due to changing labour force status over time. For example, people in the non-labour force (ie, economically inactive) initially may move into employment with a lower mortality rate, and some people in the labour force (ie, economically active) initially may move in the opposite direction incurring a higher mortality rate.

2.1.2 Unemployment

The pattern of mortality differentials between the unemployed and employed differs to those described above. A seminal study is that by Moser et al (1984; Table 48). Using data from the OPCS Longitudinal Study for the 10-year period following the 1971 census, the age-adjusted SMR for unemployed males aged 15–64 years was 136, and additionally controlling for social class it was 121 (Moser et al 1984). (The UK census elicits most recent occupation for the unemployed, allowing an assignment of social class to the currently unemployed.) The SMRs, either age-adjusted or age and social class-adjusted, were higher in 1976–81 than 1971–75 (Table 48). If the association of unemployment with mortality was caused by health selection, one would expect the SMRs to decrease over time (as explained above). The results reported by Moser et al show no such decrease, and if anything an increase over time. Thus, this study offers strong evidence against the elevated mortality among unemployed men compared to all men being due to health selection. However, the possibility of confounding remains.

### Table 48: SMRs of men unemployed at the 1971 census, aged 15–64 at death, in the OPCS LS

<table>
<thead>
<tr>
<th>Time period</th>
<th>Age-adjusted</th>
<th>Age and social class-adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SMR (95% CI)</td>
<td>SMR (95% CI)</td>
</tr>
<tr>
<td>1971–81</td>
<td>136</td>
<td>(122–152)</td>
</tr>
<tr>
<td>1971–75</td>
<td>129</td>
<td>(110–150)</td>
</tr>
<tr>
<td>1976–81</td>
<td>144</td>
<td>(122–168)</td>
</tr>
</tbody>
</table>

Further studies using the OPCS Longitudinal Study have added evidence to support an effect of unemployment on mortality that is not due to health selection, including:

- Analyses by Moser et al that demonstrated an elevated SMR among the spouses and other female members of households with an unemployed male (Moser et al 1984; Moser et al 1986). As the health of the spouses and other female members of the household should not have caused the male to become unemployed due to health selection, Moser et al argue that the increased SMRs of the females supports an independent effect of unemployment. For example, both a loss of income and increase in stress resulting from the males unemployment could increase the mortality among all members of the household.

- Further analyses by Moser et al that found that the SMR for unemployed males following the 1971 and 1981 censuses were comparable (Moser et al 1987). If health selection were causing the association of unemployment with mortality, a weaker association may have been expected following the 1981 census due to the higher background unemployment rate in 1981. That is, one might expect that when unemployment rates are high (1981) ‘ordinary’ people are afflicted with unemployment, whereas when unemployment rates are low (1971) only the ‘unordinary’ (including the unhealthy) are afflicted by unemployment. As it might be expected that ‘ordinary’ people afflicted by unemployment were less likely to differ from ‘ordinary’ people remaining in employment on unmeasured confounders, this analysis also suggests that the excess mortality among the unemployed was not due to confounding or health selection.

- Moser et al also found that the SMRs for the unemployed actually increased for the first three years following both the 1971 and 1981 censuses (Moser et al 1987) (ie, a healthy worker effect). If health selection was responsible for the elevated mortality of the unemployed, one would expect the reverse pattern – a decrease in the unemployed SMRs in the years following the census.

In addition to the OPCS Longitudinal Study, other studies have also found an elevated mortality rate for the unemployed:

- Danish unemployed men and women aged 20–64 at the 1970 census had a 40–50 percent excess mortality rate compared to the unemployed in the following 10 years, controlling for occupation, housing tenure, region and marital status (Iversen et al 1987; Martikainen 1990). The mortality rates among the unemployed were over twice those among the employed for accidents, suicide, and other diseases (ie, where ‘other’ excludes the former two causes of death, and cancer and cardiovascular disease).

- US unemployed men in the 1980s had a relative risk of mortality of 2.06 (25–44 years) and 1.36 (45–64 years) compared to the unemployed, falling to 1.60 and 1.16, respectively, when controlling for race, income, education, marital status, and household size (Sorlie et al 1995). All male relative risks were statistically significantly different from 1.00 at the 1% level. Among females, both the univariate and multivariate-adjusted relative risks were non-significantly different from 1.00.
• Finnish unemployed men aged 30–54 years at the 1980 census had a relative risk of mortality of 2.41 compared to the employed in the following five years. Controlling for occupational socioeconomic position, education, sick leave and marital status, the relative risk was moderately reduced to 1.93 (95% CI 1.82 to 2.05) (Martikainen 1990). As with the Danish study above (Iversen et al 1987), relative risk was greatest for injury-related deaths and ‘other’ diseases. Further, Martikainen reported that ‘selection for unemployment based on age, socioeconomic states, and marital state was evident (ie, confounding) but no such selection was detected based on health [(e, health selection)’. Finally, the excess mortality among the unemployed increased with duration of unemployment prior to census night.

• Italian (Turin) men aged 15–59 years at the 1981 census had a relative risk of mortality of 2.02 compared to employed men in the following nine years. Controlling for housing tenure the relative risk decreased to 1.93 (1.79 to 2.27) (Costa and Segnen 1987).

• Men in the British Regional Heart Study with continuous employment in the late 1970s, but a period of unemployment not due to health reasons in the early 1980s, had a relative risk of mortality in the late 1980s of 1.59 (1.20 to 2.11), compared to men that had continuous employment through both the late 1970s and early 1980s (Morris et al 1994). The strength of this study was the ability to exclude those who stated they became unemployed due to health reasons, thus reducing health selection effects. Controlling further for the potential confounders of social class, town, smoking, alcohol, and pre-existing illness at the initial screening (1978–80), the relative risk reduced modestly to 1.47 (1.10 to 1.96). The relative risk was similarly raised for both cancer and circulatory disease deaths. Morris et al pointed to this latter non-specificity of association as partial evidence against a causal relationship between unemployment and mortality, based on their assertion of biological plausibility for an association of unemployment with circulatory disease, but not with cancer. Otherwise, Morris et al conclude that their study is consistent with a causal relation between unemployment and mortality.

• Lewis and Sloggett found that suicide for both males and females combined was strongly associated with unemployment (and other labour force characteristics) in the OPCS Longitudinal Study (Lewis and Sloggett 1998). Controlling for age, time period and sex, the unemployed had an odds ratio of 3.14 (95% CI 2.44 to 4.02) compared to the employed. Controlling for marital status, social class, education, car access and housing tenure, the odds ratio decreased moderately to 2.58 (95% CI 1.97 to 3.38). Interestingly, there was no association in the latter multivariate model of education or social class with suicide. There was, however, some residual association of no car access and communal housing tenure with elevated suicide risk.

More recently Martikainen and Valkonen have moved their stance to argue that causal attribution of an increased mortality risk to unemployment remains difficult because these studies have controlled only for a limited number of confounders (Martikainen and Valkonen 1996). Moreover, despite controlling for confounders, inevitable inaccuracy in the measurement of these confounders may leave residual confounding effects on the association of unemployment and mortality (Davey Smith and Phillips 1992; Greenland 1980; Marshall and Hastrup 1996). Following Moser et al (1987), Martikainen and Valkonen also hypothesis that during times of high background unemployment one would expect the unemployed to be more similar to the employed than during times of low unemployment. That is, when background unemployment is high, anyone may be
afflicted with unemployment, but when background unemployment is low, affliction by
unemployment is a less random event that is probably correlated with other
(unmeasured) risk factors for mortality. Consistent with this hypothesis, but contrary to
the findings of Moser et al (1987), Martikainen and Valkonen (1996) observed the rate
ratio of mortality for the unemployed compared to the employed to decrease with
increasing background unemployment rates during the recession in the early 1990s in
Finland. Thus, they concluded that at least some of the observed association of
unemployment with mortality is due to unmeasured confounders and/or health selection.
In an editorial commenting on Martikainen and Valkonens’ study, Bartley concluded
that these findings may be equally consistent with health selection out of the workforce
altogether, not just from employed to unemployed (Bartley 1996). Specifically, the
employed with health problems cling to their employment, but comparable people with
health problems afflicted by unemployment do not even bother to categorise themselves
as unemployed when the chances of regaining work are minimal (ie, when background
unemployment rates are high), but rather exit the workforce altogether (Bartley 1996).
That is, there may actually be health selection from unemployed to non-workforce that
outweighs any health selection from employed to unemployed, causing Martikainen and
Valkonen (1996) to observe a smaller differential between the unemployed and employed
in a period of high background unemployment. While a plausible alternative
explanation, neither Bartley’s nor Martikainen and Valkonens’ explanations address
why the findings of Martikainen (1996) and Moser et al (1987) are contradictory, given
the same type of natural experiments that were being studied. It is to be noted that
independent of the background unemployment rate, the probability of becoming
unemployed and the experience of unemployment (eg, provision of welfare) may vary
between countries.

In a further study by Martikainen and Valkonen, they again found results inconsistent
with an independent effect of unemployment on mortality (Martikainen and Valkonen
1998b). In Finland, unemployment had increased from 4–5% in the late 1980s to a peak
of about 19% in 1994. Using 1985 and 1990 Finnish census records linked to
unemployment information from the Ministry of Labour, and mortality records for the
period 1987 to 1993, they tracked changes in mortality rates in three bands of
occupations: occupations experiencing small (4.5–8.2% points), intermediate (5.0–15.9%)
and large (10.0–31.2%) increases in unemployment over the given time period. If
unemployment has a short-term impact on mortality, then one would expect the
mortality rate to increase most over the period among the occupations with rapidly
rising unemployment. This variation in mortality change between the three groups was
not observed – all three groups experienced the same relative changes in mortality.
Further, the results were similar by age group and cause of death – even accidental and
violent causes of death that may be more plausibly linked to unemployment in the short-
term. The advantage of this study design was that by using each occupational band as
its own control, residual confounding between the employed and unemployed was
overcome. The disadvantage was that, while a novel test of the unemployment–
mortality hypothesis, there may have been too much ‘noise’ to detect any unemployment
effect. That ‘noise’ would include the fact that the majority of people in each band of
occupations remained employed, and the relatively small mortality ‘signal’ (say a 20–30%
excess mortality) among the unemployed was unable to be detected. Other secular
changes in mortality by occupational groups may also have obscured the signal.
Another recent study, although not measuring mortality as an outcome, found definite evidence of health selection into long-term unemployment (Leino-Arjas et al 1999). Leino-Arjas et al followed a cohort of 586 Finnish construction workers over a period of four years during the recession in the early 1990s. In the four-year follow-up period 78.7% of the workers experienced some unemployment in the four-year follow-up period, and 19.6% experienced greater than 24 months of unemployment. Despite the unemployment arising in the context of mass redundancies, diseases at baseline were strong predictors of greater than 24 months unemployment, with mental disorder and skin disease remaining as significant predictors when simultaneously controlling for age, previous unemployment, and health-related behaviours. It is not clear whether the definition of unemployment used by Leino-Arjas et al excluded people who were either not actively seeking work or not available for work – actively seeking work and availability for work are usual criteria that have to met before being termed unemployed (as opposed to being out of the workforce).

### 2.2 Conclusion

Being out of the labour force is strongly associated with a higher mortality risk – undoubtedly much of this excess mortality risk is due to health selection.

Within the labour force, there is debate as to whether unemployment truly confers an excess risk of mortality compared to being employed, or whether the observed association is due to health selection and/or confounding. The most measured conclusion to make is that:

- health selection effects exist, but are probably not solely responsible for the excess mortality among the unemployed compared to the employed and will vary depending on how stringent the definition of unemployment is
- confounding of the association of unemployment with mortality exists, but it is unlikely to explain all of the unemployment–mortality association.

An additional point is the importance of context. In a community that buffers the material penalties of being unemployed, minimises stigma, and provides alternative and affirming activities, it is likely that losing one’s job would be less health-threatening than the same event occurring in a punitive and unsupportive environment. Such contextual issues disclose challenges for social epidemiology, as it limits our ability to compare studies of the health effects of unemployment between contexts.

### 3 Occupational class

Occupational classifications of socioeconomic position have been the most widely used in social epidemiology, and arguably represent the key underlying socioeconomic stratification in society. In the United Kingdom, the Registrar General’s occupational classification of socioeconomic position was first used in 1911 to analyse infant mortality rates (Morgan 1983).
The ranking of occupations into socioeconomic strata may be divided into:

‘... those based on public opinion of their level of esteem and those based on educational requirements and monetary payoffs (since education and income are conceptualized as allocating persons to different lifestyles and power positions. The first is referred to as a prestige perspective and is conceptualized as part of Weber’s status domain; the second is considered to be a socioeconomic approach and falls under Weber’s class domain.’ (Liberatos et al 1988, p.89, non-italic emphasis in original).

According to Weber, societal position is based on three dimensions: class, status and power. The status dimension (and hence prestige occupational class scales) captures prestige and honour in the community. Status gains ‘access to life chances, based on social and cultural factors such as family background, lifestyle and social networks’ (Liberatos et al 1988, p.89). The class dimension (and hence the socioeconomic occupational class scales) has an economic base, reflecting ‘ownership and control of resources and is indicated by measures of income’ (Liberatos et al 1988, p.89). The majority of occupational class scales reflect more the socioeconomic dimension than the prestige dimension.

Occupational class measures can only be applied to those with a stated occupation, be it current, most recent, or usual. This may immediately exclude large sections of society depending on how occupational data is elicited. For example, in New Zealand Pearce and colleagues have been unable to investigate occupational class mortality gradients for females due to inadequate occupational data on death registration forms (Pearce et al 1991). Spousal occupation, or highest household occupation, have been used to circumvent the often encountered lack of occupational data for females (Krieger et al 1999), but this information is not available on mortality data in New Zealand.

Health selection is also a potential problem, in two ways. First, there may be health-related mobility up and down occupational classes (i.e. drift health selection – see page 196). If this occurs, one would expect to see a steeper occupational class mortality gradient due to poor health causing a drift down the occupational classes. However, drift up and down occupational classes probably has a negligible effect on occupational class gradients (Fox et al 1985; Power et al 1996; van de Mheen et al 1999). Second, the probability of moving in and out of the workforce due to poor health may vary by occupational class (i.e., differential health selection – see page 196). Differential health selection probably biases occupational class mortality gradients if data on current occupation only is available (Fox et al 1985; Goldblatt 1989; Kunst 1997; Kunst et al 1998b; Martikainen and Valkonen 1999; van de Mheen et al 1999). The direction of the bias is to underestimate the occupational class mortality gradient, as people in lower occupational classes are less likely to remain in the workforce if their health deteriorates compared to people in higher occupational classes (Bartley and Owen 1996). Fox et al concluded that after five years of follow-up in the OPCS Longitudinal Study this latter health selection effect was negligible (Fox et al 1985). Martikainen and Valkonen, however, conclude that the bias from differential health selection persists after five years of follow-up (Martikainen and Valkonen 1999). Figure 21 shows the age-standardised mortality rate ratios from the study by Martikainen and Valkonen. Two time periods were analysed, deaths in Finland during 1981–85 and during 1986–90, but for each analysis the occupational class determined at the 1980 census was used. The Finnish census elicits a previous occupation for those not currently economically active, allowing Martikainen and Valkonen to compare occupational class mortality gradients for the whole 35–64 year old populations to the gradients among just the economically active.
Restricting analyses to the economically active (ie, replicating the only possible occupational class analysis in many other countries when only current occupation is available) markedly underestimates the usual occupational class gradient (Figure 21):

- For male deaths in the first five years after the census, the excess mortality rate among unskilled workers compared to upper white-collar workers was underestimated by half.
- For female deaths in the first five years, the underestimate was even greater than half.
- In the second five years after the census, the underestimate was still apparent and sizeable for both sexes.

Figure 21: Age-standardised mortality rate ratio among 35–64 year old Finnish males and females during 1981–85 and 1986–90, by occupational class and economic activity measured in 1980
This diminution of mortality gradients may occur for socioeconomic factors other than occupational class, for example education. Using linked census–mortality studies from Finland, Norway, France and Italy (Turin), Kunst et al demonstrated that excluding the economically inactive reduced educational mortality gradients to the null by 43% to 90% among 50–59 year olds in the first five years of follow-up (Kunst et al 1998b). For example, among 50–59 year olds in Norway the mortality rate ratio for those with high compared to low educational status was 1.31 among the entire population, but excluding the economically inactive this rate ratio reduced by 52% to 1.15. Further analyses by Kunst et al also demonstrated that the underestimate of the educational mortality gradients was less for deaths occurring five to nine years after baseline: the bias to the null for the four linked census–mortality studies included was 11% to 35% during the latter time period. While the size of the health selection bias is reduced in the second five years of follow-up it is still not negligible, supporting Martikainen and Valkonen's (1999) findings described above for occupational class.

It is, however, incorrect to assume that the diminution of the above educational and occupational class mortality gradients is solely due to differential health selection. Labour force status itself may be an independent predictor (be it ‘causal’ or a proxy for something else) of mortality, and can therefore be a confounder of the association of occupational class or education with mortality. Undoubtedly, much of the attenuation of mortality gradients after exclusion of the economically inactive is due to differential health selection out of the labour force, but it is also plausible that labour force participation itself, in part at least, may confound the association. For example:

- being out of the labour force is not always due to poor health, but could also be due to chronic inability to find work resulting in foregoing the option of even self-identifying as ‘unemployed and actively seeking work’, a ‘choice’ not to be in the labour force, aptitude and so on. These non-health selection reasons for being out of the labour force would probably be independently associated with higher mortality risk, making labour force status a confounder of occupational class and education mortality gradients

- a subtle extension of the above is that exclusion from the labour force (be it health selection or not) is likely to be associated with socioeconomic factors other than just occupational or education, thus introducing confounding by other socioeconomic factors for any analysis that excludes the non-labour force participants.

Thus, the diminution of the occupational class and education mortality gradients observed by Martikainen and Valkonen and Kunst et al may not be solely due to differential health selection, but may be due in part at least to confounding by labour force status. Indeed, it is highly unlikely the gradients are entirely due to differential health selection. Moreover, it is plausible that the residual diminution during the fifth to tenth year of follow-up in Martikainen and Valkonen’s study (Figure 21 above) (Martikainen and Valkonen 1999) may result only to a small extent from differential health selection, but may mostly result from confounding. (One way to determine the length of time over which health selection by labour force status operates is to plot the mortality risk over time for each stratum of education or occupational class among those in the labour force (eg, Fox et al 1985), and determine when the mortality risk lines become parallel (ie, stop diverging). When the mortality risk lines become parallel, differential health selection out of the labour force would no longer be affecting the mortality gradient.) However, whatever the relative contributions of differential health selection and confounding, the association of occupational class, education, and other socioeconomic factors with mortality restricted to the active labour force will underestimate the same association among all categories of the labour force combined.
3.1 Findings

3.1.1 Occupational class mortality gradients in New Zealand

Pearce and colleagues have extensively analysed the association of occupational class with mortality among 15–64 year old males, for the two time periods 1974–78 and 1985–87. They used occupational data from the death registration forms for the numerator, and census occupational data for the denominator – an unlinked census–mortality study design. Analyses for females were not possible due to inadequate occupational data, and were also not possible for the retired as the New Zealand census elicits only current occupation. Analyses for 1995–97 have been submitted (personal communication, Neil Pearce, 2001).

Figure 22 shows the all-cause mortality rate ratios for the two time periods 1975–77 and 1985–87. As in other countries, there is a definite and, mostly, monotonic occupational class mortality gradient. The mortality among the lowest occupational class is approximately twice that in the highest occupational class in both periods – more precisely 1.9 times in 1975–77 and 2.0 times in 1985–87. Using a method for determining the linear trend in proportions (Pearce and Cryer 1986), the percentage change in mortality compared to the overall pooled mortality rate for each incremental decrease in occupational class was 13.4% in 1975–77 and 14.6% in 1985–87. Thus, assuming the relationship of mortality with occupational class is approximately linear, there was some suggestion the occupational mortality gradient had increased over a decade in relative terms. This increase over time is in keeping with findings internationally that gradients had tended to increase over time (Feldman et al 1989; Marmot and McDowall 1986; Pappas et al 1993). Note, though, that as the overall mortality decreased the absolute difference in age-standardised mortality rates across classes decreased. Beneath these summary estimates of the gradients, however, are different patterns between 1975–77 and 1985–87 – the gradient steepens with lower occupational class in 1975–77, whereas it is roughly linear, but not quite monotonic, in 1985–87. Some of these different patterns would have been due to changes in occupational coding on the unlinked census and mortality data over time (numerator–denominator bias). Also, for the 1985–87 period occupational class 6 had higher mortality than occupational class 5 for each age-group except 55–64 year olds – the overall 15–64 year old standardised rates were strongly influenced by the more numerous deaths in this oldest age group.
The unlinked census–mortality study design used by Pearce and colleagues is prone to numerator–denominator bias. Findings from the OPCS Longitudinal Study in the UK suggested that the occupational mortality gradient is generally similar between unlinked and linked (with long follow-up) census–mortality studies (Fox and Goldblatt 1982; Fox et al 1985), thus arguing against substantial numerator–denominator bias. Prior to the NZCMS there has been no linked study against which to compare the results from Pearce et al's unlinked analyses – although the NZCMS is limited with regard to occupational class as economically inactive men are excluded and follow-up is for only three years. There are three caveats regarding possible numerator–denominator bias in the unlinked analyses by Pearce et al. First, numerator–denominator bias arises because of inconsistency in the coding of occupation between census and mortality data. The nature of that inconsistency will vary between countries, and thus the magnitude of any numerator–denominator bias will vary between countries. For example, coding practises for occupation may vary both by country and census/mortality data. Kunst and Groenhof estimate that the numerator–denominator bias may be up to 20% for England and Wales and France, and that the bias could be in either direction (Kunst and Groenhof 1996). Second, within countries this coding inconsistency may vary over time, jeopardising time series comparisons. Between 1975–77 and 1985–87 in New Zealand, the coding of occupations had changed. Pearce et al (1991) put considerable effort into overcoming these changes, but there may still be some small bias that alters the interpretation of a small increase in occupational class gradients between 1975–77 and 1985–87. Third, while the presence of a gradient of mortality by occupational class is not an artefact of numerator–denominator bias, the actual pattern might be. For example, French linked census–mortality analyses find a monotonic gradient by occupational class, but unlinked analyses find the highest mortality for ‘routine non-manual’ (4th ranked class) and lower mortality for ‘skilled manual’ and ‘unskilled manual’ (5th and 6th ranked class) (Kunst et al 1998b). Kunst et al concluded that this apparent lack of a monotonic gradient in the unlinked analyses was due to numerator–denominator bias.
It is interesting to speculate whether the observed lower mortality in occupational class 6 compared to 5 among 55-64 year old men in 1985–87 reported by Pearce et al was also due to some residual numerator–denominator bias. A possible mechanism may be a tendency to ‘promote the dead’ when relatives report the deceased’s usual occupation to the funeral director.

In addition to the broad picture of all-cause mortality at two points in time, the work of Pearce and colleagues has provided much information of occupational class mortality gradients by specific causes of disease, and the overlap of ethnicity and occupational class:

- The gradient was greater for diseases amenable to medical intervention than those non-amenable, with the ratio between occupational class 6 and 1 being about 3.5 for amenable deaths in both time periods (Marshall et al 1993).

- By cause of death, the strongest gradients in 1975–77 were for deaths from accidents, poisonings and violence, diseases of the respiratory system, endocrine, nutritional and metabolic diseases, diseases of the genitourinary system, and diseases of the digestive system (Pearce et al 1983b). Gradients were also present, but weaker, for cancers and coronary heart diseases.

- Occupational class mortality gradients existed for a range of cancers in 1984–87, particularly larynx, liver, buccal cavity/pharynx, oesophagus, lung and soft tissue sarcoma (Pearce and Bethwaite 1997). Inverse occupational gradients existed for rectal and colon cancers, malignant melanoma, and brain/nervous system cancers. Lung cancer accounted for 54.1% of the overall cancer gradient, and much of the overall cancer gradient was probably attributable to the differential distribution of smoking by occupational class. These patterns were consistent with previous analyses for 1974–78 cancer mortality (Pearce and Howard 1986), and results from other countries (Kogevinas et al 1997).

- Between 1975–77 and 1985–87 the gradient for all circulatory diseases increased (Kawachi et al 1991), mainly due to a doubling of the gradient for ischaemic heart disease. These results are consistent with the observed transition in other developed countries this century of ischaemic heart disease becoming increasingly concentrated among lower socioeconomic groups. Possible explanations offered by Kawachi et al for the increased IHD gradient, emphasising ‘yet again the social and political nature of public health’ (p.397), were: targeted marketing of high fat foods and tobacco to lower socioeconomic groups; differential uptake of health promotion and education material; differential uptake of health care; and psychosocial conditions associated with work.

- The relative excess of mortality for Maori compared to non-Maori decreased between 1975–77 and 1985–87, particularly for diseases amenable to medical treatment (Pearce et al 1993). In both time periods there were strong occupational class gradients among Maori and non-Maori.

- Depending on whether standardised rate ratios or standardised rate differences are used as the means of comparison, 20–30% and 30–40% of the Maori non-Maori disparity in mortality could be attributed to occupational class in 1975–77 and 1985–87, respectively (Pearce et al 1993). However, these percentages of the ethnic disparity attributable to socioeconomic position must be treated with considerable caution. First, occupational class only captures one element of socioeconomic position, and it is likely that much more of the ethnic disparity is attributable to socioeconomic position. Second, social standing in Maoridom is probably less aligned with occupational class than it is among non-Maori. Third, percentage
 attribution may be sensitive to the standardisation process. Fourth, occupational class and ethnicity are not independent. Being Maori, via institutional and interpersonal racism and historical forces dating back to dispossession of land, taonga and other resources, is a determinant of socioeconomic position. Thus, socioeconomic position is a pathway between ethnicity and health status.

3.1.2 Cross-national comparison studies of occupational class mortality gradients

An often cited study comparing occupational class mortality gradients between countries is that by Vagero and Lundberg (1989), comparing deaths in the 1970s among males aged 20–64 in Britain and Sweden using the British Registrar General’s classification (Vagero and Lundberg 1989). This study found that the mortality gradient was less in Sweden than in Britain, supporting the notion that a more egalitarian society has smaller health inequalities. However, with the benefit of hindsight, we now know that the study was flawed: the British data was derived from unlinked census–mortality data, while the Swedish data was derived from linked census–mortality data for economically active men. As described above, recent work has shown that the (crude) occupational class mortality gradient is underestimated among economically active men due to differential health selection and/or confounding by labour force status.

The most up-to-date and comprehensive cross-national comparison studies on occupational class mortality gradients are those by Kunst, Mackenbach and colleagues in the European Union Working Group on Socioeconomic Inequalities in Health (Kunst 1997; Kunst et al 1998a; Kunst et al 1999; Kunst et al 1998b; Kunst et al 1998c; Kunst et al 1998d; Mackenbach et al 1997). These studies draw upon data from both unlinked and linked census–mortality studies for deaths during the 1980s. Only males could be included due to inadequate data for females (Kunst 1997). As many countries as possible were included. Eleven European countries were included in all studies (England/Wales, Ireland, Finland, Sweden, Norway, Denmark, France, Switzerland, Italy (Turin), Spain and Portugal), and data from the NLMS in the United States was included in one study of ischaemic heart disease (Kunst et al 1999).

Perhaps the greatest contribution from recent analyses by Kunst, Mackenbach and colleagues is their meticulous attention to overcoming potential biases in previous cross-national comparison studies (Kunst et al 1998b). First, while unable to determine the exact direction of the bias, numerator–denominator bias was estimated to bias the observed manual non-manual mortality gradient by up to 20% in the four countries with only unlinked census–mortality data (Ireland, Spain, Portugal, Switzerland) (Kunst and Groenhof 1996; Kunst et al 1998b; Kunst et al 1998c).

Second, health selection bias arising from excluding the economically inactive when only data on current occupation was available was estimated, and adjusted for by a correction formula (Kunst 1997; Kunst et al 1998c). The correction formula assumes that the ratio of mortality for the economically inactive to the economically active is constant across occupational classes, an assumption found to be reasonable on the basis of sensitivity analyses. One external piece of information for each country and time period is required for the correction formula – the proportion of people assigned to each occupational class on the basis of usual occupation that were economically inactive at the time of the relevant census. This external data was obtained from other surveys within each country. (The Household Labour Force Survey in New Zealand could be used for this purpose – but was beyond the scope of this report.)
Third, bias that may arise from differing coding systems for occupations and occupational class was minimised by using where possible the original ‘EGP’ (Erikson, Goldthorpe and Portocarero) occupational class scheme for Sweden, England and Wales, and France (Erikson and Goldthorpe 1992). For Finland, Norway and Switzerland, the ‘GLT’ conversion algorithm for the EGP scheme was used (Ganzeboom et al 1989). However, for the remaining countries data could only be made comparable in three broad classes: non-manual and manual classes, and farmers and farm labourers (Kunst et al 1998c). Thus analyses were limited to these three broad classifications (usually just manual compared to non-manual). Sensitivity analyses for Sweden, England and Wales, and France suggested that the ranking of countries by occupational class mortality gradients did not differ between using the seven-level class scheme versus a manual non-manual dichotomy (Kunst et al 1998c). Considering the three above sources of bias together (numerator–denominator, economically inactive, occupational class coding), Kunst et al estimated that the possible residual systematic error in their results after adjustments was negligible for Sweden, England and Wales, and France, but possibly still large for Ireland, Spain and Portugal – other countries were intermediary. Taking Spain and 45–59 year old males as the most extreme example, if all three biases were the maximum of the estimated range of error, and all three biases acted in the same direction, then the manual non-manual rate ratio would have been out by 38% (Kunst et al 1998c). However, it is unlikely that all three biases would be maximal and acting in the same direction, so the 38% estimate is a (somewhat implausible) worst case scenario.

The general finding by Kunst, Mackenbach and colleagues for all-cause mortality in the 1980s was that the manual to non-manual mortality ratio was little different across countries, except in France where the inequalities were larger (Kunst et al 1998c; Kunst et al 1998d). This general finding was true for males aged 45–59 years, and 60–64 years. For example, among males aged 45–59 years the manual to non-manual rate ratio (with adjustment for the exclusion of men with unknown occupation) was highest in France (1.71), somewhat higher in Finland (1.53), and then between 1.33 and 1.44 for the remaining nine European countries (see Table 49). If the country specific rate ratios had not been adjusted for the exclusion of economically inactive males, the rate ratio would have appeared smaller in Sweden compared to England and Wales (in keeping with Vagero and Lundberg (1989)), and low by international standards for Italy and Spain. Thus, adjusting for the exclusion of economically inactive people made a substantial difference to cross-national comparisons. Within the likely bounds of the methods used to adjust the data, and excluding Finland and France, the countries were indistinguishable. Kunst et al concluded:

‘This study underlines the similarities rather than the dissimilarities between European countries. There is no evidence that mortality differences are smaller in countries with more egalitarian socioeconomic and other policies.’ (Kunst et al 1998c, p.1459).
Table 49: Mortality rate ratio (95% confidence interval) comparing manual classes to non-manual classes for major groupings of cause of death among men aged 45–59, using 1980s data

<table>
<thead>
<tr>
<th>Country</th>
<th>All-cause</th>
<th>Neoplasms</th>
<th>Cardiovascular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>1.53 (1.49–1.56)</td>
<td>1.39 (1.32–1.47)</td>
<td>1.48 (1.42–1.53)</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.41 (1.38–1.44)</td>
<td>1.18 (1.13–1.23)</td>
<td>1.36 (1.31–1.40)</td>
</tr>
<tr>
<td>Norway</td>
<td>1.34 (1.30–1.39)</td>
<td>1.25 (1.18–1.33)</td>
<td>1.34 (1.27–1.40)</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.33 (1.30–1.36)</td>
<td>1.21 (1.16–1.26)</td>
<td>1.28 (1.23–1.33)</td>
</tr>
<tr>
<td>England/Wales</td>
<td>1.44 (1.33–1.56)</td>
<td>1.21 (1.05–1.39)</td>
<td>1.52 (1.36–1.71)</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.38 (1.30–1.46)</td>
<td>1.39 (1.24–1.55)</td>
<td>1.27 (1.17–1.38)</td>
</tr>
<tr>
<td>France</td>
<td>1.71 (1.66–1.77)</td>
<td>1.71 (1.61–1.82)</td>
<td>1.35 (1.26–1.45)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.35 (1.29–1.39)</td>
<td>1.44 (1.35–1.54)</td>
<td>1.08 (1.01–1.15)</td>
</tr>
<tr>
<td>Italy</td>
<td>1.35 (1.28–1.42)</td>
<td>1.43 (1.31–1.55)</td>
<td>1.17 (1.07–1.28)</td>
</tr>
<tr>
<td>Spain</td>
<td>1.37 (1.34–1.39)</td>
<td>1.33 (1.29–1.38)</td>
<td>1.19 (1.15–1.22)</td>
</tr>
<tr>
<td>Portugal</td>
<td>1.36 (1.31–1.40)</td>
<td>1.12 (1.05–1.21)</td>
<td>1.03 (0.97–1.10)</td>
</tr>
</tbody>
</table>

Source: Kunst et al 1998d

Kunst and colleagues also report a range of subsidiary findings on occupational class gradients for all-cause mortality (Kunst et al 1998c):

- There was more between-country variation for rate ratios among 30–44 year old males. Finland, Sweden and Norway had the highest manual non-manual rate ratios (1.76, 1.66, and 1.65 respectively), Italy the lowest (1.35), and the other countries (Denmark, England and Wales, Ireland, Switzerland, Portugal – no data on 30–44 year olds for France and Spain) all had rate ratios of about 1.50.

- Among males aged 60–64 years, France again had the highest mortality rate ratio (1.50) compared to the other countries with 60–64 year old data (Finland, Norway, Denmark, England/Wales; rate ratios 1.21 to 1.33). Without adjustment for the exclusion of economically inactive males, the rate ratios for all three Nordic countries would have appeared much smaller than that in England and Wales.

- The above pattern across countries was robust to changing the measure from rate ratios to the index of dissimilarity, a measure of the percentage of deaths that needs to be redistributed between occupational classes to remove inequalities. (Both the index of dissimilarity and rate ratios are relative measure of inequalities.)

- It is an epidemiological truism that if rate ratios are constant across strata (in this case across countries) and the absolute rate among the unexposed (in this case the non-manual class) varies across strata, then the rate differences must vary across strata (Rothman and Greenland 1998). Put another way, if the background mortality rates vary between countries, then the ranking of countries will depend on whether one uses relative (eg, rate ratio) or absolute (eg, rate difference) measures of effect. Accordingly, a different pattern emerges when the difference in the probability of dying between the ages of 45 and 64 years between manual and non-manual classes was used (Kunst et al 1998c). France remained the most unequal country (11.5% difference in the probability of dying), but Finland and Ireland (9.8% and 8.1% respectively) also stood out as particularly unequal – a consequence of the higher overall mortality rates in these two countries. Switzerland, Italy, Spain, Portugal, Sweden, Norway, and Denmark had
comparably low inequalities (5.0% to 6.3%), and England and Wales was intermediary (7.5%).

- The cross-national comparisons of occupational class mortality gradients was broadly consistent with those for educational mortality gradients (page ? of this report) (Mackenbach et al 1999).

As already alluded to, the work by Kunst, Mackenbach and colleagues challenges previous studies that suggested occupational mortality gradients were smaller in more egalitarian countries (Kunst and Mackenbach 1994a; Leclerc et al 1990; Vagero and Lundberg 1989). Referring to the upstream determinants of health in the model by Turrell et al (1999) in Figure 2, previous studies supported the notion that more egalitarian government policies flattened the socioeconomic mortality gradients for the determinants of health, including occupational class. An important possible distinction between the previous studies and the most recent work by Kunst, Mackenbach and colleagues was that the former studies tended to use mortality data from the 1970s, whereas the latter studies by Kunst et al used mortality data from the 1980s.

Table 50 is taken from Kunst et al (Kunst et al 1998c), and demonstrates that the discrepancy is not a period effect, but due to the earlier studies not allowing for exclusion of the economically inactive in (predominantly) the Scandinavian countries. Using data from a previous cross-national comparison by Kunst and Mackenbach of occupational class mortality gradients in the 1970s (Kunst and Mackenbach 1994a), the observed manual non-manual mortality gradients for 45–69 year old males are shown in column 1. In column 2, the age range is restricted to 45–59 years. As many 60–69 year olds are economically inactive, this simple age restriction is a partial adjustment – accordingly the rate ratios increased most notably for Norway, Denmark and Sweden. In the third column, the 1970s rate ratios are adjusted using the correction formula developed by Kunst et al for the 1980s analyses (Kunst 1997; Kunst et al 1998c). The comparable adjusted results for the 1980s are shown in the fourth column.

Two findings stand out. First, inequalities increased in all countries between the 1970s and 1980s. Second, the relative ranking of countries was similar in the 1970s and 1980s: Norway, Denmark, Sweden, and England and Wales had roughly equivalent inequalities (although England and Wales was toward the high-end of the range in each period); France clearly had the greatest inequality in each time period; and Finland was intermediary in each time period.
It is possible to argue that any beneficial effect of egalitarian policies on health affects both high and low socioeconomic groups evenly. This even benefit would reduce the overall national mortality rate, reduce the *absolute* difference in mortality between high and low occupational classes, but not reduce the *relative* difference in mortality between occupational classes. The lower absolute difference in mortality in Sweden compared to England and Wales offers some support to this argument (Vagero and Erikson 1997), particularly from the perspective that the actual number of people affected is more important for public health policy that relative risks. However, it is still surprising that if egalitarian policies are good for health that they do not advantage lower socioeconomic groups more than higher socioeconomic groups.

The similarity of the occupational class gradients across countries for all-cause mortality re-emphasises the fundamental nature of socioeconomic determinants of health (Link and Phelan 1995) regardless of time or place, mortality is strongly patterned by the socioeconomic determinants of health. However, while the *all-cause* gradient appeared similar across the countries studied by Kunst, Mackenbach and colleagues, the occupational class gradients for *specific* causes of death did vary across countries (see Table 49) (Kunst et al 1998a; Kunst et al 1999; Kunst et al 1998d). The southern European countries tended to have higher inequalities in cancer mortality; the northern countries tended to have higher inequalities in cardiovascular mortality. Thus, despite different diseases (and presumably different health-related behaviours and psychosocial mechanisms) giving rise to socioeconomic mortality gradients within each country, the *overall* all-cause mortality gradient was similar across countries. This finding argues against a link between general socioeconomic 'stress' and susceptibility to disease (Leon 1998) if general stress and susceptibility were the causal mechanism, one would expect the pattern of cause-specific mortality to also be similar across countries. Instead, the evidence of Kunst, Mackenbach and colleagues argues that midstream factors (eg, smoking, diet) vary between countries (Leon 1998). For example, the socioeconomic (by education) inequalities in smoking and vegetable consumption across countries has been found to approximate that expected on the basis of occupational class inequalities in ischaemic heart disease mortality (Cavelaars et al 2000; Cavelaars et al 1997).
3.1.3 Occupational class mortality gradients from a life-course perspective

The majority of research on the independent effect of socioeconomic position at different points of the life-course on adult mortality has compared occupational class measures (eg, father's occupational class as a measure of childhood socioeconomic position, occupational class at first job, and most recent occupational class). The focus on occupation is probably a consequence of the best available data over the life-course being occupation.

A prospective observational study of nearly 6000 men aged 35–64 years at recruitment in the West of Scotland with 21 years of follow-up has provided important insights (Blane et al 1996; Davey Smith et al 1997; Davey Smith et al 1998a; Davey Smith et al 1998b). This study will be used as one possible example of research on occupational class mortality gradients measured at different points in the life-course. In this study, occupational class (manual, non-manual) was determined for each subject's father (ie, childhood occupational class), occupation at entry to labour market, and occupation at recruitment to the study. With these three measures of occupational class, it was possible to determine the association of cumulative occupational class (eg, manual class at all three times versus non-manual at all three times) on mortality, and whether occupational class at one point in the life-course (eg, childhood versus adulthood) was more strongly associated with (cause-specific) mortality. Findings from this study include:

- compared to men assigned as non-manual class at all three stages of the life-course, the relative risk of age-adjusted mortality for men assigned as: manual on one occasion was 1.29 (95% confidence interval 1.08 to 1.56); manual on two occasions was 1.45 (1.21 to 1.73); and manual on all three occasions was 1.71 (1.46 to 2.01). The strength of this association was strongest for cardiovascular diseases (relative risk 1.94 for manual on all three occasions), weakest for cancer (1.44), and intermediary for non-cardiovascular non-cancer deaths (1.75) (Davey Smith et al 1997)

- interestingly, occupational class in childhood was more strongly associated with cardiovascular disease mortality than occupational class derived from the current job (relative risks 1.58 versus 1.38), and conversely, occupational class for the respondents current job was more strongly associated with cancer mortality than childhood occupational class (relative risks 1.35 versus 1.26) (Davey Smith et al 1997). These findings fit with the hypothesis of foetal and early childhood origins of cardiovascular disease (Barker and Martyn 1992; Kuh and Ben-Shlomo 1997)

- at a finer level of cause-specific mortality, the association of childhood occupational class with stroke and stomach cancer, was unaltered after controlling for adult occupational class, attenuated for coronary heart disease and respiratory disease, and essentially eliminated for lung cancer (Davey Smith et al 1998a).
The findings of this West of Scotland study strongly suggest the importance of cumulative socioeconomic position over the life-course, and the possible variation in the critical exposure period by cause of death. An alternative explanation, however, is that measuring occupational class at three points of the life-course is akin to reducing measurement error of socioeconomic position in, say, adulthood. For example, among manual class males there would still have been variation on other socioeconomic factors. It may be that those manual men with the lowest incomes and least educational qualifications were also more likely to have had a father of manual occupational class. Thus, using multiple measures of occupational class over the life-course may be merely reducing variation during adulthood on other socioeconomic factors. While plausible as a source of error in the above (and other) studies on the life-course, it does not explain why different causes of death had varying associations with occupational class over the life-course. Also, it may be that within class variation on other socioeconomic factors is not just spuriously associated with occupational class earlier in the life-course, but that earlier occupational class causes this variation.

3.1.4 The effect of occupational class on mortality independent of other socioeconomic factors

It seems plausible to determine the independent effects of, say, income and education on mortality risk. One can conceptualise that education and income might exert different forces on mortality risk. For example, education may affect mortality risk by knowledge of healthy lifestyles, whereas income may affect mortality risk via material influences. However, it is more problematic to determine the independent effect of occupational class from, say, income and education. For example, many indices of occupational class capture processes that mediate the transition from education to income or wealth. The New Zealand Socioeconomic Index (NZSEI) is of this type, being calculated from educational and income data (Davis et al 1997; Davis et al 1999b). Thus, determining the independent effects of occupational class and other socioeconomic factors may not be particularly illuminating. Correspondingly, many authors compare and contrast socioeconomic factors other than occupational class, but few (eg, Davey Smith et al 1998b; Sorlie et al 1995) include occupational class in analyses simultaneously with other socioeconomic factors.

Sorlie et al (1995) assessed the association of occupational category on mortality in the US NLMS, controlling for just age and race, and then controlling additionally for employment status, income, education, marital status and household size (Sorlie et al 1995). The occupational categories were not strictly occupational classes, but rather groupings of professional, technical, service, farming, production, and operator occupations. Moderately sized associations were seen just controlling for age and race, but they were largely reduced to the null when controlling for the remaining socioeconomic factors. Conversely, the effect sizes for the other socioeconomic factors were little reduced following inclusion of the occupational categories.
Davey Smith et al (1998) compared the association of education and occupational class with mortality in a prospective observational study of 5749 men in workplaces in the west of Scotland (Davey Smith et al 1998b). Education was categorised by age at leaving full-time education: 12–14, 15–16, 17–18 and 19+ years. Occupational class was categorised according to the British Registrar-General’s classification. Cause of death was broadly assigned to three groups: cardiovascular, cancer, and non-cardiovascular non-cancer. Mortality was strongly associated with each socioeconomic factor, with cardiovascular disease being the most strongly associated cause of death with education and non-cancer non-cardiovascular disease the most strongly associated cause of death with occupational class. Within strata of education, a strong association of occupational class with mortality persisted. However, within strata of occupational class the association of education with mortality was largely reduced to the null. The authors concluded that occupational class is a better discriminator of socioeconomic differences in mortality than education. Furthermore, they concluded that their findings supported a material explanation of socioeconomic mortality gradients (ie, as measured by occupational class) as opposed to a cultural explanation (ie, as measured by education). However, as reviewed above, any material-cultural distinction between education and occupational class as measures of socioeconomic position is not that clear-cut. Also, if education was measured with more error than occupational class, one would expect occupational class to dominate. Indeed, the measure of education was simply the age at leaving formal education, not the qualifications obtained or quality of education received. Perhaps a more reasonable interpretation (also made by Davey Smith et al) is that the stronger association of education with cardiovascular disease may reflect the importance of socioeconomic position in childhood as a determinant. However, one could still argue that rather than education and occupational class discriminating between stages of the life-course, it may that education is more strongly associated with cardiovascular disease due to health-related knowledge and behaviours.

3.1.5 Workplace pathways from occupational class to mortality

In addition to the underlying principle of socioeconomic stratification by culture, education, and income embedded in occupational class, occupation also captures direct exposure to physical occupational hazards. The contribution of these physical hazards to the observed occupational class mortality gradients has been considered small relative to the socioeconomic dimension (Fox and Adelstein 1978). However, Schrijvers et al (1998) have found that much of gradient of self-rated health (very good or good versus less than good) by occupational class was explained by physical working conditions (Schrijvers et al 1998). They conducted cross-sectional analyses on the baseline data from the Dutch Longitudinal Study on Socioeconomic Health Differences for 6932 employed respondents. Adjusting only for demographic factors, there was an approximately threefold difference in the odds of less than good self-rated health between the lowest and highest occupational classes. Additionally, controlling for physical working conditions reduced this association by approximately 50% for males, and 20% to 35% for females. Thus, for self-rated health in a cross-sectional analysis, physical working conditions explained much of the gradient. Whether this finding will also apply to longitudinal analyses of mortality will have to wait for enough follow-up data to become available.
In addition to physical hazards encountered in the workplace that may mediate the association of occupational class with health, there are also psychosocial hazards. Two models of job stress dominate international research. First, the job strain model posits that independent and synergistic effects of decreasing control and increasing demands cause poorer health (Karasek and Theorell 1989; Schnall and Landsbergis 1994). There is much evidence to support this model of job stress, with many studies reporting significant associations with health (eg, Bobak et al 1998; Bosma et al 1997; Cheng et al 2000; Everson et al 1997; Hemingway and Marmot 1999) particularly for coronary heart disease and the job control dimension, such that less job control is associated with higher rates of coronary heart disease (Hemingway and Marmot 1999). Secondly, an effort-reward model has been developed by Siegrist (Siegrist 1996; Siegrist et al 1990). Components of both models have been shown to predict coronary heart disease among males and females in the Whitehall Study (Bosma et al 1998).

Given that it seems plausible that psychosocial factors may mediate some of the association of socioeconomic position with health (see Figure 2 this report), an obvious question is ‘how much does job stress mediate the association of socioeconomic position, in particular occupational class, with health?’. Returning to the cross-sectional analyses of Schrijvers et al cited above in relation to the mediating role of physical hazards between occupational class and health, they also considered the mediating role of job control and demand (Schrijvers et al 1998). Job demands were not important, but adjusting for job control reduced the association of occupational class with less than good self-rated health by approximately 40% for males and by approximately 20% to 30% for females. Together, physical hazards in the work place and job control explained perhaps three-quarters of the association for males, and approximately 40% for females.

The study by Schrijvers et al is limited to a cross-sectional analysis and a self-rated health outcome. What is the possible mediating role of job stress in the association of occupational class with mortality? First, and again from the Erasmus University research group, Bosma et al (1999) assessed the mediating role of perceived control for the association of three socioeconomic factors (occupational level, education, and income) with mortality in the Longitudinal Study of Socioeconomic Health Determinants (Bosma et al 1999). Adjusting for perceived job control, the association of each socioeconomic factor with mortality was reduced by approximately 50%, suggesting that half of the association of socioeconomic position with health may be mediated by psychosocial perceptions of control. Second, Marmot et al (1997) have demonstrated that adjusting for job control and effort-reward imbalance reduces the association of occupational grade with coronary heart disease incidence by approximately half (Marmot et al 1997a). Controlling additionally for traditional risk factors for coronary heart disease, height, and social support essentially eliminates the association of occupational grade with coronary heart disease. Based on previous results from the Whitehall Study that only 25% of the occupational grade gradient for coronary heart disease was explained by traditional risk factors (Marmot et al 1984), it is tantalising to speculate that job stress explains much of the residual association. However, this possibility has been strongly criticised for mistakenly conflating socioeconomic position with job stress. For example, Davey Smith and Harding argue that ‘low control over work is virtually synonymous with low socioeconomic position ...’, and that job control is a sensitive indicator of socioeconomic position that cannot be changed independently of socioeconomic position (Davey Smith and Harding 1997). In other words, part of the socioeconomic hierarchy is a hierarchy of control. Likewise, Lynch and Kaplan (2000) argue:
‘For both methodological and conceptual reasons we do not believe that there is much to be gained from statistically partitioning the separate contributions of socioeconomic position and psychosocial working conditions (Davey Smith and Harding 1997; Lynch et al. 1997c; Lynch et al. 1997d; Marmot et al. 1997a). In reality they are intimately related in complex ways that may be trivialised by the crude statistical adjustment of one for the other. ‘Explaining’ social-level phenomena such as socioeconomic gradients in health cannot be reduced to ‘explaining away’ these gradients by statistical adjustment for workplace demands and control at the individual-level – the demand-control attributes assigned to individuals are in part a result of the social-level phenomena being explained. (Macintyre 1997).’ (Lynch and Kaplan 2000, p.24).

Marmot et al anticipated these criticisms in their 1997 paper, and made the following observations in their discussion (Marmot et al 1997a) and subsequent correspondence (Marmot et al 1997b):

• While occupational grade and job control were highly correlated in the Whitehall Study, they were not inseparable.

• The association between job stress and coronary heart disease is not simply due to confounding/overlap with socioeconomic position. Two studies that have failed to find an association of job stress with CHD still had a strong association of socioeconomic position with CHD (Hlatky et al 1996; Suadicani et al 1993) arguing against job stress and socioeconomic position necessarily measuring one and the same thing.

• There seems to be some specificity of the association of low job control with CHD, while socioeconomic position is associated with many diseases.

• The results were not isolated to the Whitehall Study. A study (unpublished in 1997) of Czech men also found that a combination of low control and coronary risk factors explained the higher risk of myocardial infarction among less educated men (Bobak et al 1998).

• While the findings of the Whitehall Study were specific to working men, the putative pathophysiological mechanisms mediating the effect of psychosocial stress (eg, autonomic nervous system, hypothalamic-pituitary-axis and allostatic load (Brunner 1997; Brunner and Marmot 1999; McEwen 1998; McEwen and Seeman 1999; Sapolsky et al 1997; Shivley and Clarkson 1994)) are applicable to psychosocial stress in the general population.

The debate regarding the appropriateness, or not, of adjusting occupational class gradients for job stress will undoubtedly continue. Before leaving this debate, it is worth noting that the analyses behind this debate (controlling occupational class for job stress) are subject to the sources of error described in Chapter 5, including the possible unreliability of controlling for intermediate variables (Poole and Kaufman 2000; Robins and Greenland 1992). Perhaps of most concern would be mismeasurement of job stress, or more specifically job control and demand, for two reasons. First, when combined with (inevitable) mismeasurement of the exposure occupational class (or other socioeconomic factor), the observed correlation between the two will likely be diminished. Thus, their effects may appear separable when, if each was perfectly measured, they would in reality be inseparable. Second, and assuming it is plausible to adjust socioeconomic position for job stress, mismeasurement of job stress will probably underestimate the percentage contribution of job stress to the observed socioeconomic gradient.
3.2 Conclusion

Occupational class has been the main measure of socioeconomic position in social epidemiology. The majority of occupational class measures used in research capture socioeconomic ranking akin to a Weberian framework of social class – few measures capture a Marxist framework of social class. Occupational class mortality gradients reported by Pearce and colleagues constitute the major body of evidence on socioeconomic mortality gradients in New Zealand.

Limitations of using occupational class include the difficulty experienced in assigning an occupational class to people outside of the workforce. Indeed, the association of occupational class with mortality when only current occupation is available at baseline may lead to substantial underestimates of the usual occupational class mortality gradient.

Occupational class, or more strictly, a manual versus non-manual classification, has been used extensively in cross national comparison studies. Recent evidence suggests that the all-cause mortality gradients are very similar across countries. However, for cause-specific mortality countries have notably different occupational class inequalities.

Occupational class measured at different stages of the life-course has been shown to be independently associated with adult mortality. Interestingly, the independent contribution of occupational class at different stages of the life-course appears to vary by cause of death.

Psychosocial factors (ie, work control and demand) have recently been proposed, and strongly debated, as possible pathways between occupational class and mortality.

4 Income

Income is considered to influence health outcomes by facilitating access to medical care, good housing, good diet, good working conditions, less exposure to noxious environment, and social amenities (Liberatos et al 1988). This materialistic explanation for the effect of income on health has been challenged. The most notable objection to the materialistic effect of income is that in developed countries the majority of people live above some arbitrary poverty line that secures access to the basic necessities of life, yet strong health gradients by income persist. Another objection to the materialistic explanation is that between countries there is a strong association of life expectancy with GDP up to $5000 to $10,000 ppp per capita, but thereafter the relationship is less strong (Wilkinson 1992; Wilkinson 1996). Wilkinson argues that income within countries may be thought of as a marker of relative standing on a socioeconomic hierarchy, up and down which psychosocial comparisons occur (eg, feelings of subordination or dominance, self-efficacy) (Wilkinson 1996; Wilkinson 1999). In addition to the relatively flat association of GDP with health in developed countries, support for this psychosocial explanation is taken from animal (experimental) and human studies that demonstrate pathophysiological effects of psychosocial processes (Brunner and Marmot 1999; McEwen 1998; Sapolsky et al 1997; Shivley and Clarkson 1994). The psychosocial ‘exposures’ may include changes to social ranking (including experimentally in primate studies), bereavement, amount of social support, and threatened loss of employment (Wilkinson 1999).
However, not all researchers accept such a strictly psychosocial explanation, rather preferring a ‘neo-materialistic’ explanation for the association of income, and socioeconomic position more generally, with health (Blane et al 1997; Davey Smith et al 1994; Lynch and Kaplan 2000):

‘The material basis of these [current 20th century socioeconomic inequalities in health] has changed. We need to consider the neo-material conditions that might be relevant to understanding socioeconomic health differences within the context of the historical overall improvement in health. For instance, adequate nutrition in terms of calories is not the same as having a balanced, low-fat diet, rich in fresh fruit, grains and vegetables. Adequate housing is not the same as housing that can protect people from the extremes of heat and cold and overcrowding. Even if the most basic material conditions are satisfied through a low but adequate level of income, each step up the income ladder may bring added neo-material benefits that can produce gains in health ... Furthermore, better neo-material conditions may have immediate and cumulative benefits over the life-course and may also influence the socioeconomic position and health status of future generations. Children who have access to a home computer may be improving the likelihood of later educational success and so influence their subsequent socioeconomic position and health.’ (Lynch and Kaplan 2000, p.25).

Note that the debate between psychosocial and neo-materialistic pathway options is not exclusive to the socioeconomic factor ‘income’. For example, they could equally well apply to occupational class. However, the debate seems to have come to the fore with regard to income, probably because of the three main socioeconomic factors (education, occupational class, and income) income is the socioeconomic factor most closely associated with a materialistic explanation. Further, neither are the materialistic and psychosocial explanations mutually exclusive, nor do they rule out health-related behaviours as an explanatory pathway (see Figure 2). Rather, psychosocial and behavioural factors are strongly patterned by material factors (Emmons 2000; Lynch et al 1997a). Given that material, behavioural, and psychosocial factors are probably highly intertwined, why bother about the distinction? One critical reason is the policy implications (Davey Smith et al 1994; Lynch and Kaplan 2000). For example, focusing on the psychosocial correlates implies that the distribution of structural and material factors in society are taken as given, and we merely seek to modify peoples’ perceptions and response to that (inequitable) distribution. The advantage of this approach, using job control as one possible example of a psychosocial factor, is summarised by Marmot et al:

‘Job control is important precisely because it may be amenable to change. Where societies are reluctant to countenance shifts in income distribution, they might consider the re-design of jobs – particularly so if increasing job control is associated with economic as well as health benefits.’ (Marmot et al 1997b)

The disadvantage of focusing on psychosocial (and behavioural) factors without considering change in the underlying material distribution of resources is that it may be unreasonable, and even condescending, to encourage people to change their behaviour and perceptions of the world when resources are not available to facilitate change or there are other more pressing concerns. Graham’s (1994) research on smoking among women is illuminating in this regard (Graham 1994). She concluded that low-income women use smoking as a means of coping, and that smoking was an appropriate response to the characteristics of the social environment. Compared to not smoking, the women perceived the advantages of smoking as: reducing stress, providing social
connections, causing disease in the long run (in contrast to the immediate concerns of material deprivation), and being relatively cheap.

In addition to these possible causal pathways from income to mortality, confounding, health selection and mismeasurement may cause an incorrect association between income and mortality to be observed. Health selection has been ruled out as a large component of observed income mortality gradients by studies that measure income well before the mortality follow-up period (Bucher and Raglan 1995; Daly et al in press; McDonough et al 1997). However, without doubt some of the strong associations of income with health in cross-sectional studies, or with mortality soon after measurement of income, will be due to health selection (Backlund et al 1996; Stronks et al 1997).

Confounding is a possible source of error in the observed associations of income and mortality. It may be that income is the outcome of the prior life-course of socioeconomic and other exposures, and (if possible) alteration of income only would have no effect on mortality risk (Blakely and Woodward 2000a). Such a counterfactual requirement for assigning causation in social epidemiology is eloquently argued by Kaufman and Cooper (Kaufman and Cooper 1999), but not without critical comment from other social epidemiologists (Krieger and Davey Smith 2000; Muntaner 1999). The critical issue here is ‘what is an independent effect of income?’. Is it the effect of a change in income without changing all other possible antecedent or correlated variables? Or is it the effect of a change in income and some associated set of socioeconomic factors that immediately determine income (eg, labour force status)? Perhaps one way of resolving this dilemma is to answer according to the possible real-life policy implications. For example, if we are interested in the effect of income redistribution on mortality, but changing nothing else, then we are interested in the income effect independent of all prior socioeconomic factors. However, if we are interested in the effect of changing incomes via employment policies, then we must consider the joint effect of labour force status and income together.

Two final comments on income are warranted before reviewing empirical findings. First, income is usually measured over a reasonably short period of time (eg, one year), and therefore reflects short-term socioeconomic position. Incomes change markedly over the life-course – asset wealth may be a more durable measure of material socioeconomic position (Lynch and Kaplan 2000). The issue is discussed both in the following literature review and under the heading ‘Asset wealth: car access and housing tenure’ on page 186. Second, income may be a poor measure of socioeconomic position among the retired. This issue will also be addressed.

4.1 Findings

Income data is not collected by the census in England and Wales – thus income mortality gradients are not available for the UK OPCS Longitudinal Study. Cross-national comparisons of income mortality gradients are difficult due to varying purchasing power, different taxation regimes, various practices with regard to equivalence for household size, and varying income data in each country. Thus there are no large cross-national comparison studies to the best of my knowledge – although there is one large cross-national comparison study for the association of income with self-rated health (van Doorslaer et al 1997). In this review, focus is on US studies to outline the general association of income with mortality, and both US and European studies to describe some possible mechanisms.
4.1.1  The general association of income with mortality

Hauser and Kitagawa (1973) reported a 80% higher mortality rate among 25–64 year old white men in 1960 with a family income of less than $2000 compared to $10,000 or more, using data from the 1960 Matched Records Study. The comparable difference for females was 40%. The authors acknowledge that with the very short follow-up period (four months) some of the observed association would be due to health selection. Figure 23 shows the SMR results standardisation by education. Perhaps 50% of the observed income mortality gradient was attributable to confounding by education.

Figure 23: Standardised mortality ratios (SMRs) for 25–64 year old whites by family income in the 1960 Matched Records Study, standardised by age only and age and education

Following on from the 1960 Matched Records Study, the US National Longitudinal Mortality Study (NLMS) analysed the association of income with mortality during the 1980s (Sorlie et al 1995). All individuals were followed up for mortality for at least 2.5 years, and some up to 7.5 years. Adjusting for age only, strong associations of family income with mortality were found for males and females, and 25–44, 45–64, and 65 plus year olds. Figure 24 shows the association for 45–64 year males and females adjusting for age only, and also adjusting for age, race, labour force status, education, marital status, and household size. This latter multivariate adjustment may be considered as controlling for confounders, indicating a strong independent association of income with mortality. (It may also be an over-adjustment if controlling for labour force status introduced bias from differential health selection.)
In further analyses of the NLMS data, Backlund et al examined more closely the shape of the income mortality gradient (Backlund et al 1996). As with previous work, they confirmed that the law of diminishing returns applied – the reduction in mortality rates for each extra dollar of family income was less at higher family incomes than lower family incomes. They concluded that the log of family income had a reasonable linear association with the log of the relative risk. For example, if a doubling of income from $5000 to $10,000 reduced the mortality rate by 20% then a doubling of income from $50,000 to $100,000 would also reduce the mortality rate by 20%, despite the absolute differences in income being $5000 versus $50,000. Controlling for covariates (eg, marital status, education) reduced the income mortality gradient, but did not change the underlying shape of the income mortality gradient.

4.1.2 Controlling for labour force status, and health selection

An additional important finding of Backlund et al (1996) was the substantial change in the size of the income mortality gradient after controlling for labour force status. First, Backlund et al estimated the change in the log of the mortality risk for each $1000 of family income within three income bands: low income earners ($0-$5000 category to the $5000-$10,000 category); middle income earners ($5000-$10,000 to $20,000-$25,000); and high income earners ($20,000-$25,000 to over $50,000). That is, the association of income with mortality was allowed to differ within each of these three income bands, and within each income band the log of the relative risk was linearly associated with family income. Within separate demographic groups (eg, males aged 25–44), three models were fitted:
• Model 1 – controlling for age, race, and household size
• Model 2 – Model 1, plus controlling for marital status and education
• Model 3 – Model 2, plus controlling for employment status.

Using Model 1 as the baseline, the general finding was that controlling for education and marital status modestly reduced the size of the income effect, but further control for labour force status substantially reduced the income effect size. Table 51 presents the percentage reduction in the relative risk of mortality among 45–64 year olds for Model 2 compared to Model 1, and Model 3 compared to Model 1. For example, among males 45–64 years old with a low family income, controlling for education and marital status reduced the size of the income mortality gradient in the baseline model by 13%. Additionally, controlling for labour force status reduced the gradient by 84%. Except for high income females aged 45–64 years, the marginal reductions in the income mortality gradient from controlling for labour force status shown in Table 51 are all reasonably large.

**Table 51: Percentage reduction in the relative risk of mortality for each $1000 of family income due to controlling for education, marital status and employment status, compared to a baseline model controlling only for age, race, and household size**

<table>
<thead>
<tr>
<th>Variables added to model</th>
<th>Family income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low ($0–$10,000)</td>
<td>Middle ($5000–$25,000)</td>
</tr>
<tr>
<td><strong>Males 45–64 years</strong></td>
<td></td>
</tr>
<tr>
<td>Education, marital status</td>
<td>13%</td>
</tr>
<tr>
<td>Above, plus employment status</td>
<td>84%</td>
</tr>
<tr>
<td><strong>Females 45–64 years</strong></td>
<td></td>
</tr>
<tr>
<td>Education, marital status</td>
<td>14%</td>
</tr>
<tr>
<td>Above, plus employment status</td>
<td>62%</td>
</tr>
</tbody>
</table>

Source: Backlund et al 1996

Akin to the analysis of Backlund et al of income mortality gradients controlling for employment status above, Stronks et al examined the effect of controlling for labour force status on the associations of education, occupational class, and income with morbidity (Stronks et al 1997). Stronks et al had to use a proxy variable for income – a composite variable including health insurance, housing tenure and car access. Morbidity was measured in two ways: one or more chronic conditions and self-rated health. They found that the associations of education and occupational class with morbidity altered little after controlling for labour force status, but the association of income with morbidity was substantially reduced. Most of this reduction in the income–morbidity association was achieved by simply excluding people with a long-term work disability. (The other employment categories were paid employed, unemployed and looking for paid work, early retired, and house-persons.) Stronks et al (1997) interpreted this as strong evidence that the association of income with morbidity, at least cross-sectionally, is in large part due to health selection – mostly drift health selection following the terminology used in this report. As acknowledged by Backlund et al (1996, p.19), it is possible that the large reduction in the income mortality gradient observed in the NLMS after controlling for labour force status was also due, at least in part, to health selection.
McDonough et al directly tested for drift health selection in a short duration follow-up study such as the NLMS (McDonough et al 1997). Using respondents to the Panel Study of Income Dynamics (PSID) aged 45 years and older, they compared the association of mortality over a five-year period with income measured either: at the commencement of follow-up (ie, one to five years before death), or five years before follow-up commenced (ie, five to 10 years before death). There was essentially no difference between the two measures. If drift health selection were occurring, one would have expected the income–mortality gradient to be stronger for income measured immediately prior to follow-up than for income measured five years prior to follow-up commencement. Thus, this study suggests no drift health selection affecting income–mortality gradients. However, 34% of the person time and 70% of the deaths were for respondents aged 65 years and older – this older population would have dominated the regression model results. Most of this older age-group would have retired from the active labour force, and therefore would not suffer an income drop as a result of poor health preceding death in the same way a younger person in the active labour force would. Unfortunately, McDonough et al (1997) do not report this particular analysis restricted to 45–64 year olds. But in further analyses by the same group of researchers confined to 45–64 year olds in the PSID, little difference was found between:

- the association of post-tax income averaged over five years and 10 years of subsequent mortality
- the association of pre-tax income over one year and 10 years of subsequent mortality (Daly et al in press).

If changing from post-tax to pre-tax income did not make much difference in the income–mortality gradient, this later analyses offers some support against strong health selection effects for mortality over a 10-year period. Unfortunately, small numbers in the PSID prohibit meaningful analyses by cause of death.

Returning to the NLMS, controlling for employment status may adjust for an overstated association of income with mortality due to drift health selection, but (and putting aside differential health selection for the moment) it may also be a form of ‘over-control’:

‘The income–mortality gradient is much weaker after adjustment for employment status. However, it should be emphasised that the adjusted model assumes that income has no effect on health (as measured by employment status) prior to baseline. This assumption is probably false as data from both the United States (House et al 1990) and the United Kingdom (Arber 1987) suggest that people with lower social status have a higher incidence of debilitating illness. So while controlling for employment status helps mitigate the effect of reverse causation [ie, drift health selection], it may also cause overadjustment and an underestimate of the true income–mortality gradient.’ (Backlund et al 1996, p.19)

However, this consideration does not allow for bias introduced following control for labour force status due to differential health selection. It is plausible that low-income people are more susceptible to being forced out of employment, or out of the labour force altogether, than high-income people if they become ill. If so, controlling for labour force status could give a false impression of the association of income with mortality. One way to investigate this possibility is to look at changes in mortality risk over time by income strata among just those in the labour force. If the above bias was occurring, one would expect:
• the mortality risk in the low income strata to be low initially compared to their true background risk, as those in poor health at baseline would have been likely to be forced out of the labour force. Over time, the mortality risk would rise to the true background risk

• the mortality risk in the high income strata to only increase slightly over time, as the high income people would have been more likely to retain their jobs when in poor health.

That is, if differential health selection were operating one would expect to see a larger healthy worker effect over time in the lower compared to higher income strata. This type of investigation has not been reported for income to my knowledge, but was used in the NZCMS.

4.1.3 Cumulative and lagged income

A limitation in the measurement of income mortality gradients is mismeasurement error of the income exposure. One form of income mismeasurement error is that most studies measure income for the year before the entry point to the study – and that is it. However, income is dynamic, and varies dramatically from year to year and over the life-course corresponding to predictable (eg, child-rearing, retirement) and unpredictable (eg, unemployment) events (Lynch and Kaplan 2000). If we believe that one’s average income over a period longer than a year is more important for health than income in any one given year, then we would expect studies using one-off single year measurements only to underestimate the income mortality gradient. Duncan has reviewed income dynamics in relation to health (Duncan 1996), and reported that:

• the income to needs ratio measured for one year only is essentially not associated with childhood wasting and stunting, but the average income to needs ratio over 10 years is strongly associated with childhood stunting and wasting (Miller and Korenmand 1994)

• occasional family poverty in the first five-years of life has an adverse affect on behaviour and IQ at age five compared to no periods of family poverty, but the adverse effect is even stronger for children in persistent poverty (Duncan et al 1994).

More recent work by McDonough, Duncan and others using the US Panel Study of Income Dynamics has demonstrated an effect of income dynamics on mortality among 45–64 year olds (McDonough et al 1997). Those with persistently low income (4–5 years) had a 40% increased odds of death compared to those with low income for 1–3 years. Second, regardless of the average five-year income before commencement of follow-up, one or more greater than 50% drops in income for one year compared to the previous was associated with an increased odds of death compared to the same average income with no drops. However, these results suggesting a stronger effect of persistently low income or sudden decreases in income may be due to confounding. People who experience either of these income dynamics may differ from those people that do not suffer these two forms of income dynamics on a range of socioeconomic and other factors.
4.1.4 Income versus education

Another assessment of the adult income mortality gradient is to examine the independent effect of adult income on mortality independent of other socioeconomic measures – most notably education. Such an examination not only captures the possible independent effect of culture and way of life (education) versus materialistic determinants (income), but also captures socioeconomic position measured in youth (education) and adulthood (income). Unfortunately, disentangling the relative contributions of either of these dimensions is difficult. Presented at the beginning of this Section, the results of both Kitagawa and Hauser (1973) and Sorlie et al (1995) suggest that there is a residual effect of income on mortality controlling for education, although Sorlie et al (1995) also controlled for a range of other variables.

Extending the analyses of the NLMS, Backlund et al specifically examined the relative contributions of education and income (Backlund et al 1999). Their major conclusion was that socioeconomic mortality gradients among males might be primarily a function of income among lower socioeconomic groups, and primarily a function of education among higher socioeconomic groups. Thus for males in Figure 25, there is a mortality protection for the most educated males (16 and 16 plus years of education) compared to little variation between the other educational categories, whereas for income there is a steepening gradient at low incomes. The pattern was less clear-cut for females. This result may in part be due to the choice of comparison categories. An additional factor in interpretation is that the Current Population Survey (the population base for the NLMS) measures income accurately with numerous questions, whereas education is elicited with just the one question. Thus, there may be greater misclassification bias of education than income, causing an underestimate of the relative effect of education. Finally, note that the results shown in Figure 25 from the NLMS control for labour force status (and occupational class for males) in addition to demographic variables (age, race, household size, and marital status). Labour force could be a pathway from education to mortality, whereas it could be a confounder of the income–mortality association. Additionally, controlling for labour force status may bias the analysis due to health selection as discussed above.
Lantz et al also compared the effects of education and income on mortality in the US, using 7.5 years of follow-up data from a study of 3617 adult males and females (Lantz et al 1998). They found that:

- both education and income were associated with health-related behaviours (smoking, alcohol, physical activity, weight) – education more so than income
- considered separately, both education and income were strongly associated with mortality – income more so than education
- considering education and income simultaneously, and controlling for demographic factors only, the income mortality gradient remained strong but the education gradient became negligible – most of the education effect on mortality appeared to be mediated via income
• the rate ratio of mortality for an income of less than $10,000 compared to an income of greater than $30,000 was 3.22 (95% CI 2.01 to 5.16) controlling for demographic factors and education. Controlling additionally for health-related behaviours only reduced this rate ratio to 2.77 (1.74 to 4.42)

• controlling for health status at the beginning of follow-up (ie, controlling for possible health selection) made no substantive difference to their findings

• the pattern of education and income gradients was similar for separate causes of death: tumours, cardiovascular, and other diseases.

In support of the finding of Lantz et al in the first bullet point, Winkleby et al found that education was a stronger predictor of cardiovascular disease risk factors than income, and that in regression models, including both socioeconomic variables education, but not income, was a statistically significant predictor (Winkleby et al 1992). Yet, Lantz et al (1998) found that income was a stronger predictor of mortality than education. Further, they found that little of the income effect was mediated by the measured health-related behaviours of smoking, alcohol, physical activity, and weight. Lantz et al concluded that the education effect was mediated via income, and that policies directed at health-related behaviours had little potential to reduce socioeconomic mortality gradients.

A more thorough investigation of cardiovascular risk factors as mediators of the association of income with all-cause and cardiovascular mortality, and acute myocardial infarction, was undertaken by Lynch et al using the Kuopio Ischaemic Heart Disease Risk Factor Study (Lynch et al 1996). Twenty-three biological (eg, fibrinogen, cholesterol, glucose, blood pressure, BMI), behavioural (eg, smoking, alcohol, physical activity), psychological (eg, depression and hopelessness) and social (eg, marital status, social support) risk factors were available for inclusion in analyses. The excess rates of all-cause mortality, cardiovascular mortality, and acute myocardial infarction in the bottom income quintile compared to the top income quintile decreased by 85%, 118%, and 45%, respectively, after controlling for these 23 cardiovascular disease risk factors. Thus, Lynch et al stated their data showed that the association between income and mortality can be explained by putative mediating factors – as long they are all specified.

4.2 Conclusion

Income is a powerful predictor of mortality. Most research suggests that income remains a strong independent predictor of mortality when controlling for other socioeconomic factors. Controlling specifically for education, both income and education have strong independent associations with mortality – usually stronger for income. However, it is important to remember that income is a likely mediating factor between education and mortality – not just a confounder.

In some studies, controlling for labour force status has been shown to dramatically reduce the association of income with mortality. Whether this reduction demonstrates that the association of income with mortality is affected in large part by health selection is unclear.
There are several methodological issues with the measurement of income–mortality gradients, including health selection, mismeasurement of income, and control of confounders (or prior exposures in the life-course). Regarding mismeasurement, incomes are known to be dynamic over the life-course. Available evidence suggests that the association of income averaged over years with health is probably stronger than that for income in any one given year. Individuals who experience sudden and repeated drops in income over time appear to have a higher mortality risk than those with the same average income, but a more stable income. Regarding the control of confounders, it is unclear exactly what effect on mortality, and with what time lag, a change in income alone (and no change in other socioeconomic factors) would have.

5 Asset wealth: car access and housing tenure

Housing tenure and car access are taken to be measures of material socioeconomic position, particularly as proxies for wealth, income and social class (Fox and Goldblatt 1982; Macintyre et al 1998; Moser et al 1988; Stronks et al 1997). While seemingly crude measures of socioeconomic position, they are remarkably strong predictors of mortality. If research were conducted with more refined, accurate and precise measures of asset wealth the association with mortality would probably be stronger again.

In a study of morbidity outcomes Macintyre et al (1998) tested whether the association of both car access and housing tenure with health was due to being a proxy for either income or self-esteem. When including income and self-esteem in their models, the association of car access and tenure with health was essentially unchanged. Macintyre et al concluded that car access and housing tenure are more than proxies for income and self-esteem. However, and as acknowledged by the authors, more complete and accurate measures of income and self-esteem may have explained more of the observed association of car access and housing tenure with health (Macintyre et al 1998).

Car access is also probably a measure of access to community resources, such as employment opportunities, shops selling healthy food at affordable prices, leisure facilities, and social support networks. It may also reduce exposure to dangers such as mugging, rape or assault (Macintyre et al 1998).

Housing tenure may also capture facets of housing quality (eg, dampness and mould) and overcrowding that affect health (Howden-Chapman et al 1996). Further, both owning your own car and/or house may reflect psychosocial traits (eg, self-efficacy and self-esteem) and confer a sense of accomplishment and security.

The direction of the relationship of car access with health is such that having more cars in the household is better for one's health from a physical and global environment perspective, though increased car ownership is deleterious to the environment and eventually ‘feeds back’ to adversely affect individual health (McCarthy 1999). Car access being associated with better health at the individual-level is an example of the atomistic fallacy (Diez-Roux 1998) at a population-level higher rates of car usage (all other things being equal) would probably be detrimental to population health. Furthermore, walking and biking to work would probably be better for individual health than commuting by car. Thus the association of car access with better health should be treated cautiously. It is not so much the car access that is important, but that the person in question owns an asset and/or has access to community resources.
5.1 Findings

Car access and housing tenure have been used as measures of socioeconomic position mainly in the UK, and most notably in the OPCS Longitudinal Study (Filakti and Fox 1995; Fox and Goldblatt 1982) and the Whitehall Study (Davey Smith et al 1990).

5.1.1 Car access

During 1981–89 in the OPCS Longitudinal Study the age-standardised rate ratio for all-cause mortality was 1.41 (95% confidence interval 1.29 to 1.54) comparing males with no car access to males with one or more cars in the household. For females, the rate ratio was 1.24 (1.11 to 1.39). The rate ratios were greater among both males and females less than 65 years of age (Filakti and Fox 1995).

Among the males aged 40–64 years in the Whitehall Study I, and followed up for mortality during the 1970s, the age-adjusted relative mortality rate associated with not owning a car was 1.49 (1.4 to 1.7). While occupational grade and car ownership were correlated, a substantial relative risk of 1.28 (1.1 to 1.5) remained after adjusting for occupational grade. For cardiovascular deaths, further adjustment for blood pressure, smoking, cholesterol and glucose intolerance did not greatly affect the association of car access with mortality (Davey Smith et al 1990).

5.1.2 Housing tenure

During 1981–89 in the OPCS Longitudinal Study the age-standardised rate ratio for all-cause mortality was 1.19 (95% confidence interval 1.09 to 1.30) comparing males living in private rental households with males living in owner-occupied households. For males living in local authority rental households the rate ratio was 1.34 (1.22 to 1.44) compared to owner-occupiers. For females, the same rate ratios were 1.19 (1.06 to 1.33) for private rental households and 1.32 (1.19 to 1.47) for local authority rental households. The rate ratios were greater among both males and females less than 65 years of age (Filakti and Fox 1995). Housing tenure in the OPCS Longitudinal Study remained strongly associated with mortality within strata of occupational class (Fox and Goldblatt 1982).

In a Swedish longitudinal study of 32,853 people, the all-cause mortality rate ratio in rental accommodation compared to owner-occupied was 1.56 (1.39 to 1.75) for males and 1.66 (1.44 to 1.92) for females, controlling for age only. Controlling further for ethnicity, marital status, work capacity, occupational class, and educational level, the rate ratios reduced to 1.27 (1.12 to 1.43) and 1.43 (1.22 to 1.66) for males and females, respectively (Sundquist and Johansson 1997). Thus, as in the OPCS Longitudinal Study, housing tenure had a strong and independent association with mortality.

5.2 Conclusion

Car access and housing tenure are powerful and independent predictors of health and mortality. Why is not clear. In the NZCMS they are considered as proxies for asset wealth unless stated otherwise.
Appendix B: Sources of Error Involved in Measuring Socioeconomic Mortality Gradients

Sources of error in epidemiology may be considered as either random or systematic (Rothman and Greenland 1998). Regarding systematic error, these may be categorised as selection bias, confounding, and information bias.

Selection bias occurs ‘the relationship between exposure and disease is different for those who participate and those who should be theoretically eligible for study ...’ (Rothman and Greenland 1998, p.119). If the eligible population is the population of a country, and census data forms the study-base, then selection bias can only arise if the census data set has to be restricted for some reason (eg, availability of household income).

Confounding occurs when ‘the apparent effect of the exposure of interest is distorted because the effect of an extraneous factor is mistaken or mixed with the actual exposure effect ...’ (Rothman and Greenland 1998, p.120). The properties of a confounder are that it:
• must be associated with the exposure
• must be associated with the outcome
• must be independently associated with the outcome among the unexposed
• and must not be [exclusively] an intermediate variable between the exposure and the outcome.

Given the social structuring of society, and the fact that most socioeconomic factors are correlated, it is difficult to know when it is a appropriate to consider the independent effect of some socioeconomic factor controlling for potential confounders (including other socioeconomic factors) (Kaufman and Cooper 1999).

Information bias (also known as misclassification bias) occurs whenever there are errors measuring exposures, outcomes and covariates. The direction of bias varies depending on whether the measurement error on one variable is correlated with that on another variable. How information bias might affect measurement of socioeconomic mortality gradients is further discussed in subsequent sections of this chapter.

It is neither feasible nor helpful to attempt a comprehensive inventory of all the possible sources of selection bias, confounding and information bias that may affect the measurement of socioeconomic mortality gradients. Indeed, most sources of systematic error will be specific to a given study design and/or a particular study. However, there are three sources of error that arise in the many studies that measure socioeconomic mortality gradients, and warrant specific mention: confounding, health selection (not ‘selection bias’; may also be considered as a special form of confounding), and misclassification of socioeconomic exposures, confounders, and the mortality outcome. Health selection has received considerable attention in the literature on socioeconomic determinants of health.
1 Confounding

Consider the association of income with mortality and the potential confounder education. Education and income are correlated, and education is associated with health outcomes. It is also probable that education is independently associated with mortality risk within strata of income (including the ‘unexposed’ income strata). Finally, for adults at least, education is prior to income in the life-course (see Figure 3 for initial framework or causal diagram used in this report), so education is unlikely to lie on the causal pathway between income and mortality risk. Thus, education is a potential confounder of the association of income with mortality.

Conversely, consider the association of education with mortality, and income as a possible confounder. As income is potentially on the causal pathway between education and mortality, adjusting for income may result in ‘over-controlling’ of the total effect of education on mortality. However, as education does not fully determine income, some of the effect of income on mortality may not be on the causal pathway from education to mortality, there will be some confounding of the education–mortality association by income. This is a critical (and largely unresolved) problem in modern epidemiology – how to control for a covariate that is in part a confounder, and in part on a causal pathway between the exposure of interest and the outcome. This issue is revisited in Section 5: Epidemiological analysis in the context of causal pathways, confounding, intermediaries, and misclassification bias.

Note that some authors use the term ‘indirect selection’ to denote confounding by variables that are prior in some causal chain – particularly causal chains over the life-course (Bartley et al 1999; Martikainen and Valkonen 1996; van de Mheen 1998). This usage of the term ‘indirect selection’ serves to remind us that many variables that satisfy the properties of a confounder are actually prior variables (in part at least) on causal pathways. For example, education is not just spuriously correlated with income. Rather, one’s income is in large part determined by education, and hence education is part of the complex of factors that ‘select’ income.

2 Misclassification of socioeconomic exposures and confounders

Misclassification (or mismeasurement) of independent variables occurs in all studies. Considering socioeconomic variables elicited by a census, misclassification can be thought of at two levels. First, there is misclassification compared to the correct answer for the question as written. For example, personal income data is collected by just one ‘tick-box’ question on the New Zealand census, to which most people would select a best-guess answer. Second, there is misclassification compared to the underlying socioeconomic factor of interest. For example, we may interpret the results for ‘income’ as applicable to ‘usual income’ or ‘income accumulated over the life-course’. However, the census questionnaire may only ask about income in the last year.

It is likely that such misclassification of independent variables (ie, exposures) is mostly non-differential with respect to the mortality outcome – but it cannot be assured. Such non-differential misclassification bias usually causes a bias to the null in the observed association of each socioeconomic exposure with the mortality outcome (Rothman and Greenland 1998).
Non-differential misclassification bias of *confounders* hampers the ability to control for confounding (Davey Smith and Phillips 1992; Greenland 1980; Liu 1988; Marshall and Hastrup 1996; Phillips and Davey Smith 1992; Phillips et al 1996). For example, if we control the association of income with mortality for the confounder education, and education is non-differentially misclassified, then there will remain residual confounding of the income–mortality association by education. Therefore, controlling for non-differentially misclassified confounders will underestimate the percentage of the association of the socioeconomic exposure with mortality that is explained by that confounding variable. However, the effect measure (eg, risk ratio) for a given socioeconomic exposure, controlled for the confounder(s), could be biased in either direction depending on the *combined effect* of misclassification of both the exposure and the confounder(s).

Table 52 shows a hypothetical example of the effect of non-differential misclassification of either/both the exposure (income) or confounder (education) under certain assumptions. First, assume that the mortality risk ratio for high compared to low income (exposure) was 3.0 in the absence of any non-differential misclassification bias, and controlling for the perfectly measured confounder education the risk ratio was 2.0. That is, 50% of the excess association of income with mortality was due to confounding by education. This risk ratio of 2.0 is shown for the top left cell of Table 45 where there was no (0%) misclassification of either exposure or outcome. Second, assume that non-differential misclassification of the exposure resulted in (RR-1) being underestimated by 60% – thus the crude RR is $1 + (1 - 60\%) \times (true \ crude \ RR - 1) = 1 + (40\% \times [2]) = 1.8$, where the true crude RR is 3.0 as above. Further, assuming that adjusting for the perfectly measured confounder (education) reduced the observed excess risk ratio (crude observed RR – 1) by 50% (as it does for the true crude RR), then the observed adjusted risk ratio is $1 + ([50\%] \times (observed \ crude \ RR – 1)) = 1.4$. This risk ratio is shown in the top right cell of Table 52.

| % underestimate of confounding of observed (RR-1) due to misclassification of confounder | % underestimate of (RR-1) due to misclassification of exposure |
|---|---|---|---|---|
| 0% | 2.0 | 1.8 | 1.6 | 1.4 |
| 20% | 2.2 | 2.0 | 1.7 | 1.5 |
| 40% | 2.4 | 2.1 | 1.8 | 1.6 |
| 60% | 2.6 | 2.3 | 2.0 | 1.6 |

Third, assume there was no misclassification of the exposure, but that misclassification of the confounder caused a 60% underestimate of confounding due to education. Thus, the percentage reduction in the excess risk ratio (RR – 1) for income after controlling for education will be 50% × (1 – 60%) = 20%, where 50% is the amount of the crude exposure–outcome association that is truly due to confounding by education. Consequently, the observed adjusted RR will be $1 + (100\% - 20\%) \times (true \ crude \ RR - 1) = 2.6$. This risk ratio is shown in the bottom left cell of Table 52. Finally, assume that non-differential misclassification bias affects both the exposure and the confounder, and that the percentage underestimate due to misclassification of the confounder applied to
the observed crude risk ratio. If the crude exposure–outcome association is underestimated by 60% due to misclassification of the exposure, and the percentage underestimate of confounding is 60%, then the observed adjusted risk ratio is now 1.6 (ie, \((1 + ([100\% - 20\%] \times [\text{observed crude RR} - 1]) = (1 + ([80\%] \times [1.8 - 1]) = 1.64 = 1.6.\)

The hypothetical example in Table 52 assumes that the percentage underestimate from misclassification of confounder and exposure act independently of each other, and that the percentage of the observed exposure–outcome association explained by the confounder is the same regardless of the amount of exposure misclassification. These assumptions may not hold. However, the point illustrated in Table 52 is that the observed adjusted risk ratio may be either under or overestimated with respect to the true adjusted risk ratio of 2.0 when there is misclassification bias of both the exposure and confounder. Put another way, the net effect of misclassification bias of both the exposure and the confounder may be to cause either an under or an overestimate of the adjusted risk ratio compared to the true adjusted risk ratio.

### 3 Misclassification of the mortality outcome

In the previous section I considered misclassification bias of the exposure and covariates. In this section I consider misclassification bias of the mortality outcome. In many cohort studies this potential bias is minor as the assessment of vital status is accurate. However, in a linked census–mortality study such as the NZCMS the bias may be more substantial. For example, not all deaths may be ascertained, and some ascertained deaths may be incorrect. Misclassification of the outcome was an issue in the NZCMS, but it was possible to quantify the resultant bias in the cohort analyses (unlike misclassification bias of the exposures and covariates).

Other census–mortality studies have also had limitations with the completeness and accuracy of the record linkage, for example the US 1960 Matched Records Study (Kitagawa and Hauser 1973), the Canadian study (Houle et al 1996), and the Italian study (Faggiano et al 1995). The percentage of records linked and estimated accuracy (where available) in these other linked census–mortality studies was presented in Section 1.2 of Chapter 1, Table 2).

Table 53 is a two-by-two table of the actual outcome (dead or alive at the end of the follow-up period) cross-classified by the assigned outcome (linked or unlinked) in a linked census–mortality study.

<table>
<thead>
<tr>
<th>Table 53: Two by two table of link/non-link status by vital status in a linked census-mortality study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output from record linkage</strong></td>
</tr>
<tr>
<td>Died</td>
</tr>
<tr>
<td>Alive</td>
</tr>
<tr>
<td>Total:</td>
</tr>
</tbody>
</table>
Where for each of the four cells in Table 53:

- a = true links, or true positives
- b = false links, or false positives
- c = false non-links, or false negatives
- d = true non-links, or true negatives.

This misclassification of the mortality outcome by the record linkage can be characterised with the following familiar terms:

- Sensitivity = Se = a / (a+c)
- Specificity = Sp = d / (b+d)
- Positive predictive value = PPV = a / (a+b)
- Negative predictive value = NPV = d / (c+d)

(Note the population distributed in Table 53 is different to that in Table 10. Table 10 is a two-by-two table of comparison pairs. Thus each census and mortality record is represented many times in the table. Table 53 is a two-by-two table of census records. Correspondingly, the meaning of false links and true non-links, and the specificity and the positive predictive value derived from Table 10 differ from that derived from Table 53.)

In most record linkage projects it is not possible to determine the actual vital status for individual census records, except perhaps for a subgroup (eg, Calle and Terrell 1993; Houle et al 1996). However, the number of linked (a+b) and unlinked records (c+b) are known. The sensitivity of the record linkage may be approximated by the percentage of submitted records linked (ie, \([a+b]/\text{[number of eligible mortality records]}\)), but will not necessarily give a correct approximation as:

- the numerator (a+b) includes false positive links (b)
- the denominator is not necessarily the number of deaths in the cohort. For example, it may be an overestimate if many of the mortality records were for people that were absent from the country on census night or simply failed to complete the census form. Alternatively, it may be an underestimate if many of the census respondents that actually died in the eligible follow-up period emigrated before death.

It was also possible to estimate the PPV in the NZCMS – the methods to do so are presented in the Technical Report (Blakely et al 1999) and presented briefly in the Methods Chapter of this report. Thus, using these estimated values of the sensitivity and PPV it was possible to estimate each of the cell values in Table 53. Further, it would also have been possible to estimate the sensitivity and specificity by strata of socioeconomic factor (eg, small area deprivation) and covariates (eg, age) in the NZCMS. Having made these estimates, then it would have been possible to correct the observed effect measures (eg, risk differences and risk ratios) for misclassification bias of the mortality outcome using published correction formulas (Brenner and Gefeller 1993; Copeland et al 1977; Green 1983). Appendix B of my PhD thesis (Blakely 2001) (not Appendix C of this report) presents a number of illustrative examples of how the varying sensitivity and specificity of a record linkage project may bias the cohort analyses. Of particular note, the risk ratio may be relatively unaffected by misclassification bias of the mortality outcome while the risk difference was notably biased. The supporting material in Appendix B also helps to understand the linkage bias in the NZCMS. However, to actually attempt a sensitivity analysis of the impact of misclassification bias...
of the mortality outcome in the NZCMS using the correction formula presented in Appendix B of the PhD thesis would have been cumbersome, complex and probably inaccurate. Fortunately, it also proved unnecessary – a more direct method of adjusting for linkage bias was used. The method simply used results from analyses that determined the relative risk of a mortality record being linked to a census record by demographic and socioeconomic factors, and used these relative risks to adjust the odds ratios of mortality observed in the cohort analyses.

4 Health selection

Consider the association of labour force status with mortality. It is probable that people with poor health will exit the active labour force more frequently than people in good health. As poor health is associated with increased mortality, then the mortality risk among those in the non-active labour force will usually be higher than the mortality risk for those in the active labour force. This mortality difference will not be a function of any independent effect of labour force status on mortality, but rather a function of the differential mobility by health status of people between categories of labour force status – the so-called 'healthy-worker effect':

‘Workers usually exhibit lower overall death rates than the general population, because the severely ill and chronically disabled are ordinarily excluded from employment.’ (Last 1995).

This phenomenon is not just observed with respect to labour force status. For example, people may slide down the income ladder as a result of poor health. Thus, Fox et al (1987) provide a more generalised and formal definition of health-related mobility as:

‘... the artificial raising or lowering of the average health of people with a particular characteristic associated with the process by which that characteristic is acquired or lost. The mortality of a population with that characteristic is affected by health-related mobility if the health of people acquiring or losing the characteristic differs systematically from others with the characteristic.’ (Fox et al 1987).

This phenomenon has been given various names, eg, health selection bias, health selection, social mobility, direct selection (as opposed to ‘indirect selection’ mentioned above in Appendix B: Confounding) and health-related mobility. The default term used in this report is ‘health selection’. Note that health selection is not a ‘selection bias’ – all the eligible population may be included in the analysis (meaning there is no selection bias), yet the phenomenon persists. Rather, it is, a special form of confounding as labour force status (a proxy for health status) has an influence on measured socioeconomic position, and labour force status also influences mortality risk. But labour force status (as a proxy for health status) is also an intermediary variable on the causal pathway between socioeconomic position and mortality, thus breaching one of the properties of a (pure) confounder (Rothman and Greenland 1998).

An alternative way to consider health selection is as reverse causation. The causal diagram below represents reverse causation – socioeconomic position not only affects health (arrow from socioeconomic position to health), but health status affects socioeconomic position (arrow from health to socioeconomic position). (Labour force status can be substituted as a proxy for health in the causal diagram.) For example, poor health may cause a decrease in one’s income, as well as low income being a determinant of health status. As health status is also causally related to mortality risk
(arrow from health to mortality risk), the observed association of income with mortality risk may be ‘biased’ by health selection. Extending the income example, health selection may result in an increased mortality risk among those with low income and a corresponding decreased mortality risk among those with high incomes. Thus, assuming an underlying association of increasing income with lower mortality risk, health selection may exaggerate the income mortality gradient.

For the purposes of this report, it is crucial to recognise two variants of health selection, 

**drift health selection** and **differential health selection**. Drift health selection refers to the above income example – a combination of health (or labour force status as a proxy) as a confounder and an intermediary variable. Here, people drift up and down the income ladder conditional on their health status, and this in turn may cause the income mortality gradient to be overestimated. Note that this ‘overestimate’ occurs only if current income at the start of follow-up is used as a proxy for long-term, usual, lifetime or some other longer-term measure of income. Differential health selection occurs when a socioeconomic mortality gradient is assessed among the active labour force only, and bias arises due to exclusion from the active labour force being differential by socioeconomic factor. Classically, differential health selection has been described for occupational class mortality gradients (Martikainen and Valkonen 1999). Here the gradient is underestimated when only current occupation is available for the assignation of occupational class. This underestimation is because the lower occupational classes (based on usual occupation) are more likely to be forced out of the labour force than the higher occupational classes when in poor health. This differential health selection out of the labour force causes the observed mortality risk/rate among the lower occupational classes (based on current occupation) to be underestimated more than the risk/rate among the higher occupational classes. To extend the framework of health selection in terms of classic epidemiological terms, differential health selection represents effect modification of the socioeconomic mortality gradient by labour force status.

The consideration of drift versus differential health selection will be a recurrent theme in this report.

Health selection may occur over a range of time periods. It may operate in the short term such that a person’s ill health precipitating exit from the workforce a year or so before death creates a spurious association between labour force status and mortality. Second, it may operate over an individual’s life such that ill (or excellent) health in childhood leads to a lower (or higher) socioeconomic trajectory and, if subsequent death is related to the childhood illness, introduces an element of health selection into the relationship between socioeconomic factors and death (Bartley et al 1999; Kuh et al 1997). Third, it may operate intergenerationally with parental ill (or excellent) health influencing childhood health. For each of these three types of health selection, it is possible to argue that they are either a bias or a causal mechanism – the choice is just a matter of perspective (Blane et al 1993; van de Mheen 1998). For example, from a life-
course perspective, the influence of childhood health status on adult socioeconomic position is of causal interest.

On occasion, short-term health selection is of substantive interest, as opposed to being considered a bias. For example, the New Zealand National Health Committee (with input from J. Mackenbach, Erasmus University, Rotterdam) identified four target areas for intervention to reduce health inequalities (National Health Committee 1998). One of the four areas was the effect of ill health on socioeconomic position (reverse causation). One policy intervention might be adequate income maintenance for people who become ill, thus preventing deterioration in socioeconomic position consequent upon poor health. While acknowledging that short-term health selection may be of direct research and policy interest, the position taken in this report is that health selection over the short-term (ie, a couple of years) is a bias affecting the ‘true’ underlying association of socioeconomic position with health status. Intrigenerational health selection is considered over many years and intergenerational health selection of causal interest, but the issue is of little direct relevance to this report as follow-up in the NZCMS was only for three years. Unless stated otherwise, ‘health selection’ in this report refers to that over the short term.

Figure 26: Possible contribution of health selection to the observed association of socioeconomic position and mortality, by time at which the socioeconomic exposure is measured relative to mortality follow-up

How can bias from short-term health selection (be it differential or drift health selection) be avoided in epidemiological analyses? Two general strategies are available. First, analyses can be restricted to those in good health at the start of follow-up. (Considering health selection as a special form of confounding, this equates to ‘restriction’ as a method to control for confounding.) However, as much of the ‘true’ association of socioeconomic position with mortality is mediated by health status, such a restriction may cause an underestimate of the socioeconomic mortality gradient. Second, the analyses can be conducted only for mortality outcomes ascertained sometime after the socioeconomic exposure is measured. For example, income could be measured in 1991, and only deaths
occurring during 1996–98 included in the analyses. The assumption here is that by delaying the ascertainment of mortality outcomes, one has allowed for all the people in poor health in 1991 (and hence also with a low income) to either have died or overcome their poor health. Obviously, there is no point in time when health selection switches on or off. Figure 26 attempts to demonstrate this by illustrating that the shorter the time period between exposure measurement and mortality follow-up, the greater the likely contribution of (short-duration) health selection to the observed association of socioeconomic position and mortality. The actual amount of bias due to health selection varies by time, socioeconomic factor, and cause of death.

Figure 26 suggests that the bias caused by health selection is a smooth linear function directly proportional to time between measure of exposure and mortality outcome. This portrayal is a simplification considering that the short-term health selection varies for acute and chronic illness. For example, Goldblatt and Fox (1979) found that people in hospital on the night of the United Kingdom 1971 census, but not usually resident at that hospital (ie, they had an acute illness), had a rapidly decreasing mortality rate. In the first year of follow-up the mortality rate was ten times higher than the general population’s, but fell to a level two to three times that of the general population in the next four years (Goldblatt and Fox 1979). By comparison, people with a hospital as their usual residence (ie, they had a chronic illness) had a mortality rate about three times higher than the general population’s in the first year, falling only slowly to about twice the general population’s over the next four years. The implication for the NZCMS is that health selection – if any – may ‘wash out’ within the first year for acute illness, but not so for chronic illness.

A more detailed review of the empirical evidence for health selection with regard to each socioeconomic factor is included in the literature review in Appendix A.

5 Epidemiological analysis in the context of causal pathways, confounding, intermediaries, and misclassification bias

Most studies (Davey Smith et al 1997; Gliksman et al 1995; Vagero and Leon 1994), but not all (Lynch et al 1994), demonstrate that both parental/early childhood and adult socioeconomic position contribute independently to mortality risk. Furthermore, adult socioeconomic position is itself determined in large part by a person’s life-history of accumulated social (dis)advantage (Kuh et al 1997). Thus, determining the independent effect of, say, adult income on mortality risk requires controlling for all prior variables on the pathways involving income (Blakely and Woodward 2000a). Kaufman and Cooper (1999) have argued that no matter how many covariates are controlled there will still be residual differences between the exposed and unexposed socioeconomic groups on unmeasured covariates due to the non-random distribution of socioeconomic factors (Kaufman and Cooper 1999). Thus, they argue, the ‘counterfactual scenario’ that underpins the control of confounding in epidemiology can rarely be realised in social epidemiology, as we cannot guarantee that the exposed and unexposed are exchangeable within strata of the measured covariates. These limitations are not peculiar to social epidemiology (eg, it is unlikely that all confounders of the association of caffeine with pancreatic cancer are controlled in epidemiological analyses). However, given that socioeconomic characteristics are acquired due to common structuring of individuals within society, co-linearity is a particularly notable problem in social epidemiology. Indeed, Kaufman and Cooper argue that it is often inappropriate to consider the ‘independent’ effects of separate socioeconomic factors. Analyses of the association of one socioeconomic factor with mortality controlling for other socioeconomic factors are
presented in this report. These analyses must be interpreted with caution due to the relatively few measures of adult socioeconomic position available in the NZCMS and wider concerns raised by Kaufman and Cooper. Nevertheless, there is value in presenting these multivariate analyses – particularly in policy terms. For example, it is useful to have some idea whether any excess of suicide deaths among the unemployed remains after controlling for income and education.

The usual approach in epidemiology when considering variables ordered in some causal chain is to conduct a series of analyses to determine the total and residual effects of each variable (be they exposures and/or intermediaries). Specifically, Victora et al (1997) summarise a conceptual framework for the control of confounding by the use of hierarchical analyses for studies that do not have the luxury of repeated longitudinal measures (Victora et al 1997). Figure 3 is the initial framework in the NZCMS and this report. According to this framework (Victora et al 1997):

1. The univariate association of education with mortality in the NZCMS will represent the total effect \((\text{direct} + \text{indirect})\) through other socioeconomic factors of education on mortality. (Note that ‘direct’ refers to the arrow directly from education to mortality in Figure 3, but more correctly captures the effect of education through variables other than those shown in Figure 3.)

2a. The association of education with mortality adjusted for labour force status, income, and car access is assumed to represent the \text{direct} effect only of education on mortality.

2b. The difference between the size of the association of education with mortality observed in 1 and 2(a) is assumed to be due to the \text{indirect} effect of education on mortality (ie, that mediated by labour force status, income, and car access).

3. The univariate association of income with mortality will be confounded by socioeconomic factors that are prior to income in causal pathways. However, the association of income with mortality controlling for the other socioeconomic factors will represent the residual unconfounded effect of income on mortality. That is, we assume counterfactually that the effect of changing an individuals income on mortality risk (but changing nothing else) is estimated by the measured effect of income in an observational study controlling for the measured confounders.

This hierarchical framework explicitly outlined by Victora et al (1997) is implicit in many studies. For example, one commonly cited finding of the Whitehall Study is that only a third of the association of occupational grade (ranking of occupations within the British civil service) with coronary heart disease mortality was ‘explained’ after adjusting for known cardiovascular risk factors (Marmot et al 1984). This finding is then usually interpreted as suggesting that other factors (eg, unmeasured and/or unknown dietary and lifestyle behaviours, psychosocial factors, or material factors consequent on occupational grade) must be responsible for the remaining two-thirds of the mortality gradient. While this type of analysis and interpretation is common in all branches of epidemiology, it is prone to error. Considering points 1 to 3 above, the sources of error (other than selection bias) might be listed as follows:
'The univariate association of education with mortality represents the total education-mortality effect.'

- Confounding. There may be uncontrolled confounders that are not on the causal pathway from education to mortality (eg, parental income, early childhood factors, ethnicity).

- Confounding. There may be variables that are both confounders and intermediary variables between education and mortality (eg, income, smoking). Not allowing for the confounding component of these variables means that the univariate total education–mortality association is confounded. Further, methods to control for just the confounding component of a variable that is both intermediary and confounder are complex, requiring longitudinal data (see Rothman and Greenland, 1998, pp.422–5).

- Information bias. Misclassification of either education or mortality may bias the observed education-mortality association.

(a) ‘The association of education with mortality after controlling for intermediary variable(s) represents the (direct) effect of education on mortality via pathways not including the intermediary variable(s) (eg, income, labour force status and car access).’

- Confounding. As with the first point above, there may be uncontrolled confounders that are not on the causal pathway from education to mortality (eg, parental income, early childhood factors, ethnicity).

- Confounding. Controlling for income, labour force status, and car access (if specified and measured perfectly) is often assumed to give the direct effect of education on mortality, by both controlling for the confounding by these variables and adjusting further for the component of the education–mortality association that is mediated by these variables. However, the latter assumption is unreliable (Poole and Kaufman 2000; Robins and Greenland 1992). Using a counterfactual model, Robins and Greenland have demonstrated that that even when the total effect of exposure on outcome is completely unconfounded (ie, by both intermediary and other confounding variables), analyses of the exposure-outcome association stratified by a true intermediary variable does not reliably give the residual effect of the exposure on outcome via pathways other than the intermediary (ie, stratification) variable (example 1, Robins and Greenland 1992). This finding is counterintuitive, and, simplistically, arises as while the crude exposure–outcome association is unconfounded, within strata of the exposure the intermediary–outcome association is confounded. Poole and Kaufman (2000) have returned to this counterfactual problem initially proposed by Robins and Greenland (1992), presenting a social epidemiology example to remind us that simply controlling intermediaries in epidemiological analyses may be an unreliable strategy (Poole and Kaufman 2000). How unreliable this method is remains unclear, and requires further methodological research. However, the counterfactual example used by these authors is noted, while being totally unconfounded by definition for the exposure has a completely arbitrary user-specified distribution of people by respondent type, and it is this arbitrary distribution that causes the lack of reliability of the method.
• Information bias. Misclassification of any of the exposure (education), outcome (death) and intermediary (income) variables may be a source of error. If the sources of error in the above two bullet points were absent, non-differential misclassification bias of income only would usually cause an overestimate of the residual direct effect of education on mortality. This overestimate would arise due to incomplete control of the intermediary–outcome association. Non-differential misclassification bias of education alone, or both education and income (but not mortality), could cause either an under or overestimate of the residual direct effect of education on mortality, depending on the net impact of misclassification of each variable as shown on page 193 (Davey Smith and Phillips 1992; Liu 1988; Phillips and Davey Smith 1992; Phillips et al 1996).

2 (b) ‘The difference between 1 and 2(a) represents the (indirect) effect of education on mortality via pathways including the intermediaries (eg, income, labour force status, and car access).’

The sources of error here are the converse of those for 2(a).

3 ‘The association of income with mortality after controlling for confounding variables, say education, labour force status, and car access as in Figure 3, represents the unconfounded effect of income on mortality.’

This interpretation is as for any epidemiological analysis, and akin to Point 1 above:

• Confounding. There may be uncontrolled confounders that are not on the causal chain from income to mortality (eg, genetic endowment, component of diet not determined by income).

• Information bias. Misclassification of either income or mortality may bias the observed income–mortality association.

• Information bias. Misclassification of the confounding variables adjusted for in the analyses will mean that residual confounding remains.
Appendix C: Sensitivity Analyses of Univariate Results

1 Small area deprivation

The emphasis in this report was on individual-level socioeconomic factors. However, analyses of the association of NZDep91 (a small area measure of socioeconomic position) with mortality provided an invaluable tool for assessing the likely impact of:

- selection bias (the majority of the full cohort had a NZDep91 score)
- misclassification bias of the mortality outcome (NZDep91 scores were available for 90% of the eligible mortality records)
- and health selection effects. (No drift health selection was expected for small area deprivation. Thus, the analyses by NZDep91 set a comparative baseline for later analyses by income where drift health selection was possible.)

The rationale for these sensitivity analyses was outlined in Section 4.2.2 of Chapter 2: Methods.

1.1 Selection bias

The majority of analyses in this report were conducted upon the restricted cohort. The results from the NZCMS will be generalised to the total New Zealand population – essentially all those people completing the census. Therefore, all that was required to test for selection bias was to compare the association of socioeconomic position with mortality for the 25–64 year olds in the full cohort with that for the remaining 79.5% that remain in the restricted cohort. The reason for conducting these sensitivity analyses of selection bias was not primarily to derive the ‘true’ association of small area deprivation with mortality – that could be done more directly by simply reporting the results for the full census cohort. Rather, the reason was to estimate the magnitude of selection bias for other socioeconomic factors for which there were missing data, most notably equivalised household income.

Of the full census cohort aged 25–64 years (n=1,654,314), 99.0% had an assigned NZDep91 score (n=1,637,523). Of the restricted census cohort (n=1,315,932), 99.9% had an assigned NZDep91 score (n=1,314,852). Thus, the ‘full’ and ‘restricted’ cohort results for NZDep91 are highly representative of the true (and slightly larger) full and restricted cohorts.
1.1.1 All-cause mortality

Three different all-cause mortality gradients by decile of NZDep91 are presented in Figure 27, for each of the four sex by age groups:
(a) the gradient among the restricted cohort (lines marked with crosses)
(b) the gradient among the full cohort (open circles)
(c) the gradient among the full cohort adjusted for linkage bias (open triangles).

The latter gradient will be considered in the following section on sensitivity analysis for linkage bias. The former two gradients allow an assessment of selection bias – the object of this section.

The restricted and full cohort line graphs for each of the four by sex age groups in Figure 27 demonstrated high concordance for 45–64 year old males, suggesting no substantial selection bias. For 45–64 year old females, the lines only notably diverged at decile 10, where the restricted cohort underestimated the full cohort odds ratio. A likely reason for the variation occurring only among the most deprived deciles is that 70.5% of the full cohort living in decile 10 remained in the restricted cohort, compared to 84.8% of those living in decile 1. Thus, there was a greater possibility of selection bias among the most deprived deciles. Among 25–44 year olds, the lines were unstable with a tendency for the restricted cohort to underestimate the full cohort gradient.
Table 54 attempts to quantify the percentage increase between the restricted and full cohort for the odds ratio comparisons of the least and most deprived deciles. The percentage increase was calculated by first determining the odds ratios for [decile 10 compared to (c.f.) decile 1], [decile 10 c.f. decile 2], [decile 9 c.f. decile 1], and [decile 9 c.f. decile 2], among the restricted and full cohort (and the full cohort adjusted for linkage bias to be described in the subsequent section). The reason for not just reporting the change in the decile 10 compared to decile 1 odds ratio was that it was unstable – particularly with decile 10 often shifting quite markedly. For each of these four odds ratios, in each of the four sex by age groups, the percentage increase in the excess odds ratio from the restricted to full cohort was calculated. (As a relative risk or odds ratio of 1.0 is a null finding, the actual relative effect size is given by the relative risk minus 1.0, the so-called ‘excess relative risk’ or, here, the ‘excess odds ratio’ (Rothman and Greenland 1998). For example, a change in the odds ratio from 2.0 to 2.1 corresponds to a 10% increase in the excess odds ratio.) Shown in the first row of Table 54 is the average of these four percentage increases in the excess odds ratio for each sex by age group. The results in the first row of Table 54 suggest that the gradient increased when moving from the restricted to the full cohort by 11% for 25–44 year old males and decreased by 7% for 45–64 year old males. Among females the gradient increased by 12% and 19% for 25–44 and 45–64 year olds. Put another way, these percentage increases correspond with 10%, -8%, 11%, and 16% underestimates of the ‘true’ mortality difference due to selection bias for analyses based on the restricted cohort, respectively (eg, for 45–64 year old females 16% = 100 × (1 – [1/1.19])).

Table 54: Percentage increase in the average excess odds ratio† for: a) adjusting for selection bias, b) adjusting for linkage bias, and c) adjusting for both selection and linkage bias

<table>
<thead>
<tr>
<th>Cohort and adjustment comparison</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25–44 years</td>
<td>45–64 years</td>
</tr>
<tr>
<td>a) Restricted cohort to full cohort (ie, adjusting for selection bias)</td>
<td>11%</td>
<td>-7%</td>
</tr>
<tr>
<td>b) Full cohort to full cohort adjusted for linkage bias (ie, adjusting for linkage bias)</td>
<td>29%</td>
<td>14%</td>
</tr>
<tr>
<td>c) Restricted to full cohort adjusted for linkage bias (ie, both selection and linkage bias)</td>
<td>45%</td>
<td>6%</td>
</tr>
</tbody>
</table>

† The percentage increase is the average increase for four excess odds ratios – decile 10 compared to decile 1; decile 10 compared to decile 2; decile 9 compared to decile 1; d decile 9 compared to decile 2. As such, it approximates the percentage increase for the quintile 5 compared to quintile 1 comparison.
Box 6: Summarising the effect of selection bias on all-cause mortality gradients by NZDep91

- There was little selection bias across the majority of NZDep91 deciles (Figure 27), for each of the four sex by age groups.
- There was some selection bias affecting the odds ratio comparisons of the most deprived to the least deprived deciles (particularly the decile 10 to decile 1 comparison). Thus, analyses on the restricted cohort overestimated the full cohort difference between the most and least deprived by 8% among 45–64 year old males and underestimated it by between 10% and 16% for the three remaining sex by age groups.

1.1.2 Cause-specific mortality

Table 55 presents further sensitivity analyses of possible selection bias by quintile of small area deprivation for four broad causes of death (cancer, cardiovascular disease, unintentional injury, and suicide), for 25–64 year olds combined. There was no substantial or consistent selection bias among males for cancer, cardiovascular disease and suicide deaths when considering all the quintiles of deprivation. For male unintentional injury deaths the odds ratio comparing quintile 5 to 1 was 1.67 for the restricted cohort, but only 1.35 for the full cohort – a percentage decrease of 48% in the excess odds ratio. Put another way, the restricted cohort overestimated the injury excess odds ratio by 92% due to selection bias (i.e., $100 \times \frac{1.67 - 1.35}{1.35 - 1.0}$). However, the relative comparisons of the middle three deprivation deciles were not different between the full and restricted cohort. Thus, the apparent selection bias arose due to relative shifts in the mortality risk among the least and most deprived quintiles only. Breaking male unintentional injury into road traffic crash (RTC) and non-RTC deaths (results not presented) demonstrated that two changes between the full and restricted cohort were driving this selection bias:

- compared to the full cohort, the restricted cohort notably underestimated the RTC mortality risk among quintile 1
- compared to the full cohort, the restricted cohort notably overestimated the non-RTC mortality risk among quintile 5.

Among females, the cancer mortality gradient was underestimated for three out of the four non-reference quintile odds ratios in the restricted cohort relative to the full cohort (Table 55). However, the cancer association was not particularly strong in the first place, being an odds ratio of 1.43 and 1.28 for quintile 5 compared to quintile 1 among the full and restricted cohort, respectively. For cardiovascular disease, each of the restricted cohort odds ratios overestimated the full cohort odds ratio – but this was entirely due to a change in the relative position of the quintile 1 risk. Thus, there was little selection bias affecting the female cardiovascular disease gradient considered in its entirety. The results for female unintentional injury and suicide should be treated with caution due to smaller numbers, but suggest no substantive selection bias.
### Table 55: Comparison of cause-specific odds ratios of mortality by small area deprivation for the restricted cohort versus the full census cohort, ages 25–64 years combined – a test of possible selection bias

<table>
<thead>
<tr>
<th></th>
<th>Cohort</th>
<th>Odds ratio (reference group quintile 1)</th>
<th>% change Quintile 5 OR†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Quintile 1</td>
<td>Quintile 2</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.08</td>
</tr>
<tr>
<td>CVD</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.27</td>
</tr>
<tr>
<td>Injury</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.04</td>
</tr>
<tr>
<td>Suicide</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.45</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.05</td>
</tr>
<tr>
<td>CVD</td>
<td>Restricted</td>
<td>1.00</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00</td>
<td>1.34</td>
</tr>
<tr>
<td>Injury</td>
<td>Restricted</td>
<td>1.00*</td>
<td>1.43*</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00*</td>
<td>1.31*</td>
</tr>
<tr>
<td>Suicide</td>
<td>Restricted</td>
<td>1.00*</td>
<td>1.20*</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.00*</td>
<td>1.18*</td>
</tr>
</tbody>
</table>

Note: Calculations are based on data random rounded to a multiple of three.
† The percentage change is that for the excess odds ratio, ie, the percentage change for \([OR \text{ minus } 1.0]\).
* Less than 30 deaths in the cell.

### Box 7: Summarising the effect of selection bias on cause-specific mortality gradients by NZDep91

- There was notable selection bias for male unintentional injury deaths, such that analyses on the restricted cohort overestimated the NZDep91 comparison of the most to least deprived quintiles by 92%.
- There was some selection bias for female cancer deaths, such that analyses on the restricted cohort tended to underestimate the NZDep91 gradient by about a third – but as this cancer gradient was small in the first place, the selection bias was not particularly consequential.
- There was no evidence of substantial selection bias for the other broad causes of death by sex.
As with all-cause mortality, the implication of these sensitivity analyses for analyses of cause-specific mortality gradients by other socioeconomic factors (e.g., household income) will be presented following sensitivity analyses of selection bias for education (Section 2.1 of this Appendix).

1.2 **Linkage bias**

1.2.1 **All-cause mortality**

As documented in Chapter 3 there was some linkage bias by NZDep91 and occupational class, such that inequalities in mortality by socioeconomic factors were underestimated due to linkage bias – particularly for the lowest compared to highest socioeconomic groups. Also plotted in Figure 27 are the line graphs for the all-cause mortality gradient among the full cohort adjusted for linkage bias (open triangles), using the linkage bias results from Chapter 3 (Table 20). The shift in this line graph compared to the full cohort line graph (open circles) represents the effect of linkage bias, and compared to the restricted cohort line (crosses) represents the net effect of both selection and linkage bias acting on the restricted cohort. Looking at the three line graphs Figure 27 for each of the four sex by age groups, first note that the line graphs are generally similar. However, if expressed in excess risk (or odds) ratio terms and for the extreme comparisons of the most deprived with the least deprived, then the linkage bias (and net effect of linkage and selection biases) becomes more than just trivial. The middle row of Table 54 presents the percentage increase from the full cohort to the full cohort adjusted for linkage bias for the excess odds ratios of deciles 9 and 10 compared to decile 1 and 2. There were 14% and 11% increases for 45–64 year old males and females, respectively, and 29% and 19% increases for 25–44 year old males and females. Considering the net impact of selection bias and linkage bias, the final row of Table 54 demonstrates that they largely offset each other for 45–64 year old males, but compounded each other for the three other sex by age groups. Regarding this latter compounding, the percentage increases was 45% for 25–44 year old males from the restricted cohort to the full cohort adjusted for linkage bias, and 34% and 33% for 25–44 and 45–64 year old females. Put another way, analyses on the restricted cohort underestimated the ‘true’ comparison of most and least deprived deciles due to the cumulative effect of linkage and selection biases by 31% for 25–44 year old males, and 26% and 25% for 25–44 and 45–64 year old females, respectively.

**Box 8: Summarising the net impact of selection and linkage biases on all-cause mortality gradients by NZDep91**

- The net effect of selection and linkage biases was relatively modest for the mid-decile comparisons, but was more notable comparing the least and most deprived deciles.
- Linkage bias and selection bias tended to off-set each other for males aged 45–64 years.
- Among females aged 25–44 and 45–64 years and males aged 25–44 years the selection and linkage biases compounded each other such that analyses on the restricted cohort underestimated the excess odds ratio comparisons of the most and least deprived deciles by about 25%.
1.2.2 Cause-specific mortality

As with the all-cause mortality gradients, there was linkage bias that affected the association of cause-specific mortality with small area deprivation. Using the log-linear regression results for linkage bias by small area deprivation in Table 21 the mortality odds ratios shown above in Table 28 and Table 29 for cancer, cardiovascular disease, injury and suicide were adjusted for linkage bias. Results are shown in Table 212 in Table 56. (Note that the results in Table 56 represent the effect of linkage bias only on the restricted cohort, not the net effect of selection and linkage biases.) There was a considerable percentage increase in the excess odds ratio for quintile 5 compared to quintile 1 for each cause of death among males. Or, put the other way, linkage bias causes an underestimation of the mortality gradient for all four causes of death among males. Among females, there was little linkage bias for cancer and cardiovascular disease, and there were too few deaths for a robust sensitivity analysis of injury and suicide deaths.

Table 56: Comparison of cause-specific age and ethnicity adjusted odds ratios of mortality by small area deprivation, with and without adjustment for linkage bias, for 25–64 year old males and females among the restricted cohort

<table>
<thead>
<tr>
<th>NZDep91 quintile</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>% change Quintile 5 OR†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.03</td>
<td>1.16</td>
<td>1.21</td>
<td>1.51</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.03</td>
<td>1.21</td>
<td>1.22</td>
<td>1.62</td>
<td>23%</td>
</tr>
<tr>
<td>CVD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.24</td>
<td>1.27</td>
<td>1.72</td>
<td>2.28</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.25</td>
<td>1.33</td>
<td>1.79</td>
<td>2.46</td>
<td>14%</td>
</tr>
<tr>
<td>Injury</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.16</td>
<td>1.48</td>
<td>1.54</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.20</td>
<td>1.56</td>
<td>1.67</td>
<td>1.99</td>
<td>48%</td>
</tr>
<tr>
<td>Suicide</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.41</td>
<td>1.01</td>
<td>1.71</td>
<td>2.04</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.43</td>
<td>1.37</td>
<td>1.88</td>
<td>2.43</td>
<td>37%</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.01</td>
<td>1.17</td>
<td>1.16</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.02</td>
<td>1.18</td>
<td>1.19</td>
<td>1.30</td>
<td>4%</td>
</tr>
<tr>
<td>CVD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age/ethnicity adjusted</td>
<td>1.00</td>
<td>1.44</td>
<td>1.65</td>
<td>1.86</td>
<td>2.69</td>
<td></td>
</tr>
<tr>
<td>Plus linkage bias adjusted</td>
<td>1.00</td>
<td>1.46</td>
<td>1.66</td>
<td>2.01</td>
<td>2.87</td>
<td>11%</td>
</tr>
</tbody>
</table>

Note: Age and ethnicity adjusted odds ratios are taken from Tables 21 and 22. The odds ratios further adjusted for linkage bias are calculated by dividing the age and ethnicity odds ratios by the risk ratio for the linkage bias by NZDep91 shown in Table 14.

† The percentage change is that for the excess odds ratio, ie, the percentage change for [OR minus 1.0].
A substantial selection bias was described for male unintentional injury deaths in the previous section such that the restricted cohort overestimated the gradient compared to the full cohort. In Table 56, however, a substantial linkage bias is shown such that the restricted cohort underestimated the gradient that would have been observed if there was no selection bias. Thus, these two biases off-set each other as shown in Figure 28. The lower line (open diamonds) represents the odds ratios among the full cohort, ie, unaffected by selection bias. The next line-up (square boxes) represents the full cohort odds ratios adjusted for linkage bias (ie, adjusting for both linkage bias and selection bias simultaneously). Note that this second line is similar to the restricted cohort line (solid triangles). Thus, the simple age and ethnicity adjusted odds ratios among the restricted cohort just so happen to be similar to the odds ratios that would be observed after adjusting for both selection and linkage biases. The top line (crosses) shows the restricted cohort odds ratios adjusted for linkage bias (but not for selection bias) – it overestimates the association of small area deprivation with unintentional injury mortality.

Figure 28: Net effect of adjusting for both selection bias and linkage bias for 25-64 year old male unintentional injury deaths by NZDep91 quintile

For other causes of death among males, the lack of any substantive and consistent selection bias described above meant that linkage bias was not off-set. Thus, the net effect of selection bias (Table 55) and linkage bias (Table 56 above) for male cancer, cardiovascular disease and suicide deaths will be broadly similar to that for linkage bias alone shown in Table 56 above.
Among female cardiovascular disease deaths the net effect of selection bias (Table 56) and linkage bias (Table 56 above) was negligible. However, in excess odds ratio terms, the cancer mortality gradient underestimate of about a third due to selection bias was not offset by any linkage bias – but the association of NZDep91 and cancer among females was modest to start with.

**Box 9: Summarising the net impact of selection and linkage biases on cause-specific mortality gradients by NZDep91**

For analyses on the restricted cohort for males aged 25–64 years:
- Linkage and selection biases off-set each other for injury deaths in the restricted cohort.
- For other causes of death the lack of selection bias meant that the net impact of the two biases was simply approximated by the linkage bias, such that analyses on the restricted cohort underestimated the ‘true’ gradient by:
  - approximately 10% for cancer and cardiovascular disease deaths.
  - approximately 25% for suicide deaths.

For analyses on the restricted cohort for females aged 25–64 years:
- The selection bias for female cancer deaths was neither compounded nor off-set by any linkage bias, such that the net effect was an approximately 30% underestimate of the ‘true’ gradient for analyses on the restricted cohort – but the cancer gradient was modest to start with.
- The net effect of linkage and selection biases for cardiovascular disease was negligible.
- The net effect for female suicide and injury deaths was unable to be robustly determined, but presumably the gradients by non-cancer and non-cardiovascular disease on average tended to be underestimated given the approximately 25% underestimate of the all-cause mortality described above in Box 9.

### 1.3 Health selection

#### 1.3.1 Observed mortality risk over time

**All-cause mortality, all labour force categories**

Figure 29 below shows the observed mortality risk by six-month period over the three-year follow-up, by quintile of small area deprivation. For 45–64 year old males and females, the plots are roughly parallel. Among 25–44 year olds, the plots are unstable due to small numbers. These parallel lines are consistent with the theoretical expectation of no drift health selection for small area deprivation, and acts as a baseline for mortality plots by income presented later in this report.

**Cancer and cardiovascular disease deaths among 45–64 year olds: all labour force categories, and excluding non-active labour force**

It is likely that health selection, if acting, varies by cause of death. There were enough deaths by broad level of socioeconomic factor for cancer deaths among 45–64 year olds (both sexes) and cardiovascular disease among males 45–64 year olds to plot mortality risks by six-month period for all labour force categories and excluding the non-active labour force.
Figure 29: Mortality risk by six-month period following census night by quintile of small area deprivation, full cohort and all labour force categories

Figure 30 (below) shows the cancer mortality risks over time among 45–64 year olds, both for all labour force categories and excluding the non-active labour force (ie, including only the employed and unemployed). For both males and females the mortality risk lines are approximately horizontal and parallel for all labour force categories combined (ie, Figures a and c). Thus, there is no evidence of drift health selection, as would be expected given that one’s usual residence (and hence assigned decile of small area deprivation) is probably not substantively influenced by recent poor health. As with the all-cause mortality plots by NZDep91 in Figure 29, Figure 30a and Figure 30c serve as benchmarks for the later plots by income where drift health selection is theoretically plausible.
Excluding the non-active labour force, all mortality risk lines by quintile of NZDep91 are sloping upwards (Figure 30b and Figure 30d). Thus, people who die of cancer soon after census night are less likely to be in the active labour force on census night than those that die of cancer up to three years after census night. This is not surprising given that death from cancer is often preceded by a period of deteriorating health. If there was health selection out of the active labour force that was differential by level of deprivation (ie, if you had cancer, you were more likely to exit the active work force if you lived in a more deprived small area than if you lived in a less deprived area), then we would expect the mortality risk line for NZDep91 quintile 5 to be steeper than NZDep91 quintile 1. While there is imprecision about each point in Figure 30b and Figure 30d (eg, the 95% confidence intervals for each mortality risk ‘point’ were approximately plus or minus 0.0002 in Figure 30b), there was not convincing evidence that the slopes differed. (Note that this ‘test’ is only one test of differential health selection and may lack power. Similar plots by highest qualification and income presented latter in this report were suggestive of differential health selection among cancer deaths. Thus, a ‘best’ decision about differential health selection in the NZCMS requires a balanced consideration across further tests presented subsequently in this report.)

The pattern of mortality risk plots for 45–64 year old male cardiovascular disease deaths (all labour force categories) was similar to that for cancer. Cardiovascular deaths among 45–64 year olds in the active labour force were too few to allow a robust interpretation.
1.3.2 Excluding sickness beneficiaries

Included in the 1991 census data is whether each individual had been a recipient of a sickness benefit in the preceding 12 months. Excluding these people from the analyses would limit the cohort to a 'healthier' subgroup, reducing the likely effect of drift health selection. Assuming that the level of deprivation of where you live is not affected by (recent) poor health, excluding unhealthy people from the analysis should not alter the mortality gradient by NZDep91. However, the sickness benefit is means tested in New Zealand – among unhealthy people only those of lower incomes and socioeconomic position will actually receive a sickness benefit. Therefore, analyses excluding sickness beneficiaries will exclude a greater percentage of the unhealthy people in the deprived areas than the non-deprived areas, which theoretically should reduce the observed mortality gradient by stable socioeconomic factors such as NZDep91. In order to use the exclusion of sickness beneficiaries as a test of health selection effects for other socioeconomic factors such as income, we must first quantify the amount of this spurious reduction in the deprivation (and education) mortality gradient due to excluding sickness beneficiaries. For subsequent analyses of income, analyses excluding sickness beneficiaries will be suggestive of health selection effects only if the reduction in the income mortality gradient is substantially more than that observed for the NZDep91 and education mortality gradients.

Table 57 shows the age and ethnicity-adjusted odds ratios by small area deprivation for all cause mortality, for all members of the restricted cohort and following various exclusions. (The interpretation of analyses excluding pre-hospitalised deaths and the non-active labour force follows in points 1.3.3 and 1.4 respectively.) The percentage reduction for the quintile 5 compared to quintile 1 excess odds ratio after excluding sickness beneficiaries ranged between 9% and 18% for the four sex by age groups. The reductions in the mortality gradient for broad causes of death (Figures 31 and 32) were likewise modest only, although greater for male cancer and cardiovascular disease deaths compared to male injury and suicide deaths. The lack of reduction following the exclusion of sickness beneficiaries for injury deaths was probably due to only 4% of injury-decedents having been a sickness beneficiary in the preceding year compared to 10% of all deaths. Nine percent of suicide decedents had received a sickness benefit in the preceding year.

These analyses will be used as a baseline for the investigation of health selection bias affecting the household income mortality gradients.
Table 57: Odds ratios (95% CI) of all cause mortality for 25–64 year olds in the restricted cohort, by quintile of small area deprivation, for various exclusions testing for health selection

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>Odds ratios (ref group Quintile 1)</th>
<th>% change to null of Quintile 5 OR†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–44 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>(0.85–1.30)</td>
<td>(1.07–1.62)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>(0.80–1.25)</td>
<td>(1.02–1.57)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>(0.77–1.25)</td>
<td>(0.90–1.45)</td>
</tr>
<tr>
<td>Non-active labour force</td>
<td>1.00</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>(0.85–1.33)</td>
<td>(1.06–1.64)</td>
</tr>
<tr>
<td>45–64 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>(1.09–1.32)</td>
<td>(1.19–1.45)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>1.00</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>(1.08–1.31)</td>
<td>(1.17–1.43)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>1.00</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>(1.07–1.35)</td>
<td>(1.11–1.41)</td>
</tr>
<tr>
<td>Non-active labour force</td>
<td>1.00</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>(0.98–1.25)</td>
<td>(1.07–1.39)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–44 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>(0.78–1.31)</td>
<td>(1.01–1.66)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>(0.74–1.27)</td>
<td>(1.01–1.68)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>1.00</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>(0.60–1.27)</td>
<td>(1.20–2.31)</td>
</tr>
<tr>
<td>Non-active labour force</td>
<td>1.00</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>(0.79–1.48)</td>
<td>(1.06–1.95)</td>
</tr>
<tr>
<td>45–64 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>1.00</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>(0.96–1.22)</td>
<td>(1.13–1.43)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>1.00</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>(0.95–1.22)</td>
<td>(1.12–1.42)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>(0.86–1.18)</td>
<td>(1.15–1.56)</td>
</tr>
<tr>
<td>Non-active labour force</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>(0.82–1.20)</td>
<td>(0.85–1.25)</td>
</tr>
</tbody>
</table>

Note: Injury and suicide deaths are not presented for females due to small numbers. For all remaining cells in the table there were at least 30 deaths.

† Percentage change is for the excess odds ratio for quintile 5 compared to quintile 1, compared to the same odds ratio with nil exclusions.
Figure 31: Crude risk ratios of cause-specific mortality for 25–64 year old males in the restricted cohort, by quintile of small area deprivation, for various exclusions testing for possible health selection

Figure 32: Risk ratios of cancer and cardiovascular mortality for 25–64 year old females in the restricted cohort, by quintile of small area deprivation, for various exclusions testing for possible health selection
1.3.3 Excluding decedents with a hospitalisation event between 1988 and census night

The baseline analyses for excluding pre-hospitalised deaths are also presented in Table 57 for all-cause mortality, and Figures 31 and 32 for broad causes of death. The percentage reductions for the quintile 5 compared to quintile 1 excess odds ratios for all-cause mortality were 51% and 24% for 25–44 and 45–64 year olds, respectively. The percentage reductions for female all-cause mortality were less – 17% and 4% respectively. However, the gradients after excluding pre-hospitalised deaths were somewhat unstable due to the large number of excluded deaths. By cause of death, the largest reduction in the deprivation mortality gradient following the exclusion of pre-hospitalised deaths tended to be for cancer deaths.

Assuming that deprivation mortality gradients are not susceptible to drift health selection, the reduction in these gradients following the exclusion of pre-hospitalised deaths was surprisingly high. For this to occur, the chance of being hospitalised prior to one’s death (be it for the subsequent cause of death or an unrelated event) must be associated with deprivation independently of the association of deprivation with mortality. Whatever the reason, for exclusion of sickness beneficiaries to suggest drift health selection affecting the income–mortality gradient, the percentage reduction will have to be substantially greater than that found here for the baseline NZDep91 analysis.

1.4 Excluding the non-active labour force

Controlling socioeconomic mortality gradients for labour force status is difficult to interpret. Reasons include labour force status being a proxy for health status and variables other than health status, and being a proxy for both confounding and intermediary variables (see page 62 for previous discussion).

1.4.1 All-cause mortality

Table 57 shows the odds ratios of mortality by NZDep91 quintile for all labour force categories, and excluding the non-active labour force, using the quintile 5 to quintile 1 odds ratio, excluding the non-labour force results in a 14% and 43% reduction in the excess odds ratio for 25–44 and 45–64 year old males, respectively. Among females the comparable reductions are 32% and 53%, respectively. (Note that the 32% reduction for 25–44 year old females was only apparent for the quintile 5 to quintile 1 odds ratio – there was little change for the quintiles 2 to 4 odds ratios.) As discussed previously in this report, it has been argued in the international literature that a similar reduction for education mortality gradients following exclusion of the non-active labour force was a consequence of differential health selection. However, the mortality risk plots over time above (Section 1.3.1, page 209-210) do not suggest health selection out of the active labour force that is differential by level of deprivation for cancer deaths or cardiovascular disease deaths. It may be that the ‘test’ for differential health selection by plotting mortality risks over time lacks power – but it seems unlikely that the mortality risk plots over time would have failed to detect differential health selection that caused up to a 50% reduction in the NZDep91 gradient. Thus the reduction in the NZDep91 mortality gradient following the exclusion of the non-active labour force must also include components of one or more of:
• **Confounding by labour force status** by means other than short-term drift health selection. For example, personality characteristics and behaviours associated with being in the non-labour force may be associated with the relative deprivation of the neighbourhood you live in, and (independently of deprivation) associated with mortality risk.

• **Mediation by labour force status**, or factors it is a proxy for (most notably health status).
  - For example, where you live (and hence small area deprivation) may affect your employment opportunities, such that labour force status acts as an intermediary variable between deprivation and mortality risk (rather than being a confounder as in the above bullet point).
  - Regarding labour force status as a proxy for health status, apart from injury deaths poor health is usually an intermediary variable between socioeconomic factors and mortality. As poor health often results in movement into the non-active labour force, controlling for labour force status may ‘over-control’ the deprivation-mortality association. (Note that this mechanism is not health selection – poor health is assumed not to influence where you live in the short-term, and mortality risk plots (Section 1.3.1.2) did not suggest health selection out of active labour force that was differential by deprivation.)

• **Effect modification of the deprivation mortality gradient by labour force status** by mechanisms other than differential health selection, such that the gradient is weaker among the active labour force. Because of the strong association of labour force status with mortality risk, any decision about effect modification between labour force status and deprivation was difficult. Analyses (not shown) found that the relative deprivation gradient was weaker in the non-labour force than the active labour force, but that the absolute gradient was stronger. Thus, it was unclear whether there was truly interaction between labour force status and deprivation.

Putting aside the latter effect modification, one possible way to tease apart the relative contributions of confounding/mediation and differential health selection is to look at the effect of excluding the non-active labour force for specific causes of death – the subject of the next section.

### 1.4.2 Cause-specific mortality

Regarding the teasing apart of differential health selection from confounding or mediation, one might expect that deaths from cancer (and possibly cardiovascular disease) were vulnerable to differential health selection. Conversely, one might expect that deaths from injury were not associated with a period of poor health prior to death, and therefore not vulnerable to differential health selection. If we also make the assumptions that:

1. Any confounding/mediation of the association of deprivation with mortality by labour force status did not vary greatly by cause of death.
2. Any effect modification of the association of deprivation with mortality by mechanisms other than differential health selection did not vary greatly by cause of death.
3. Drift health selection does not affect the association of deprivation with mortality.
Then:

- If excluding the non-labour force resulted in equivalent reductions in the mortality gradients for each of cancer, cardiovascular disease, unintentional injury, and suicide deaths, this would provide evidence against a prominent role for differential health selection (and probably point to a major role of confounding/mediation as an explanation of reduced deprivation-mortality gradients among the active-labour force).

- If excluding the non-labour force resulted in greater reductions in the mortality gradients for cancer and cardiovascular disease deaths (compared to unintentional injury and suicide deaths), this would support a prominent role for differential health selection as a reason for the reduced gradient among the labour force.

(This test is subject to many assumptions. Perhaps the most important and questionable assumption is number 1 above – the robustness of this assumption will be returned to after presenting the ‘test’ results.)

Figure 31 (page 213) presents the mortality gradient by NZDep91 quintiles among 25–64 year old males for four broad causes of death: cancer, cardiovascular disease, unintentional injury, and suicide. Figure 32 shows the same graphs for females, but only for cancer and cardiovascular disease – there were too few unintentional injury and suicide deaths among females for a robust determination of the effect of the various exclusions. Both figures use crude data, with floating risk ratios. As the graphs do not use age and ethnicity adjusted odds ratios, the crude risk ratios may be somewhat confounded. Therefore, it is more important to look for patterns than exact differences.

For males in Figure 31, the mortality gradient is notably reduced following exclusion of the non-labour force for cancer and cardiovascular disease (percentage reductions in excess risk ratios comparing quintile 5 to 1 of 83% and 42%, respectively), but little changed for unintentional injury and suicide (percentage reductions of only 7% and 3%). While for females it was not possible to examine the change for unintentional injury and suicide deaths, the patterns in Figure 32 for cancer and cardiovascular disease are consistent with the pattern for males. The female cancer mortality gradient was essentially flattened (albeit small to start with), and the quintile 5 to quintile 1 excess risk ratio for cardiovascular disease reduced by 23%.

There are at least two important problems with this ‘test’. First, the size of the cancer mortality gradient by NZDep91 was small to start with, and a small amount of confounding by labour force status that nullified the cancer association may have only marginally reduced the stronger associations of NZDep91 with cardiovascular disease, injury and suicide. Thus, a constant amount of confounding/mediation by labour force across causes of disease may actually have produced the picture above. The interpretation all depends on whether a ‘constant’ amount of confounding causes an equivalent change in: the percentage excess odds ratio, or the absolute odds ratio.

Second, the assumption that any confounding/mediation of the deprivation-mortality association by labour force status is ‘constant’ by cause of death is questionable. For example, labour force status is strongly associated with tobacco smoking in New Zealand (Wilson 2000), and the cancer mortality gradient by deprivation was mainly due to lung cancer. Thus, the amount of confounding/mediation of the deprivation–cancer mortality association by labour force status (as a proxy for smoking in this instance) may have been greater for cancer than the other causes of disease.
Given all these reservations about this test for differential health selection, what can we conclude? At best, these NZDep91 results (for males at least) suggest the possibility of differential health selection for cancer (and cardiovascular disease) – but no stronger conclusion can be made. If there was differential health selection for cancer deaths (and cardiovascular disease death), then adjusting for labour force status in multivariate analyses may result in an underestimate of the independent association of small area deprivation (and by extrapolation other socioeconomic factors) with mortality. But it is not possible to specify with precision the effect of the relative contributions of differential health selection, effect modification and confounding/mediation by labour force status on the deprivation-mortality gradients. This issue will be pursued further in following sections.

2 Highest qualification

2.1 Selection bias

As with small area deprivation, most of the full cohort had a specified value for highest qualification. Similar analyses to test for a possible selection bias between the full and restricted cohort for all-cause mortality were conducted for highest qualification (see Figure 27 (page 201) for the comparable NZDep91 analysis). The analyses by highest qualification disclosed no substantial selection bias for all-cause mortality. The age and ethnicity-adjusted odds ratio for those with no qualification compared to those with a graduate/postgraduate degree varied between the full and restricted cohort by less than 1% for each of 25–44 and 45–64 year old males, and by 3% and 7% for 25–44 and 45–64 year old females.

Table 58 below shows the results for cause-specific mortality. Perhaps, the only notable difference between the full cohort and the restricted cohort was for female cancer where the restricted cohort overestimated the gradient compared to the full cohort. Note that the comparable NZDep91 analysis (see Table 55, page 204) demonstrated the opposite – the restricted cohort underestimated the association relative to the full cohort. Also note that there was a tendency for the male injury odds ratios to be overestimated (ie, further from the null) in the restricted cohort due to selection bias, but by less than that suggested by the NZDep91 sensitivity analyses (Table 55). The results for female unintentional injury and suicide deaths must be treated with caution due to small numbers of deaths.
Table 58: Comparison of cause-specific odds ratios of mortality by highest qualification for the restricted cohort versus the full census cohort, 25–64 year olds combined – a test of possible selection bias

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Age and ethnicity adjusted odds ratio</th>
<th>% change to Null tertiary OR†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tertiary</td>
<td>Trade</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>Restricted</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>Restricted</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injury</td>
<td>Restricted</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicide</td>
<td>Restricted</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>Restricted</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>Restricted</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injury</td>
<td>Restricted</td>
<td>0.68*</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>0.62*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicide</td>
<td>Restricted</td>
<td>1.18*</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

† The percentage change is that for the tertiary compared to nil excess odds ratio to the null, ie, the percentage change for the absolute value of [OR minus 1.0]. For example, the female cancer tertiary compared to nil OR changes from 0.81 to 0.84 – a change in the excess odds ratio of -0.19 to -0.16 (negative signs indicate preventative odds ratios). Thus the percentage reduction to the null is 0.03/0.19 × 100 = 16%, or 13% if unrounded data are used.

* Less than 30 deaths in the cell.
Box 10: Summarising the effect of selection bias on mortality gradients by NZDep91 (Box 7) and highest qualification

All-cause mortality:
- There was no substantial evidence of selection bias affecting all-cause mortality gradients by highest qualification. This contrasts with the NZDep91 analyses that suggested a modest tendency for the restricted cohort to underestimate the gradient – except among 45–64 year old males where there was a slight overestimate.

Cause-specific mortality:
- The NZDep91 and highest qualification analyses were consistent in suggesting no notable selection bias affecting:
  - male cardiovascular disease, injury and suicide deaths
  - female cardiovascular deaths.
- Both NZDep91 and highest qualification analyses found that analyses on the restricted cohort overestimated the male injury gradient, particularly the NZDep91 analyses. (However, this selection bias would have probably been offset by linkage bias.)
- NZDep91 analyses suggested a selection bias that underestimated the female cancer gradient, but the highest qualification analyses were basically null (or even suggesting the reverse – an overestimation).
- Analyses for female injury and suicide deaths were not robust enough to allow interpretation.

Given the lack of a consistent pattern between the NZDep91 and education selection bias analyses (other than male injury), it seems difficult to reliably predict what the magnitude and direction of any selection bias might be for other socioeconomic factors such as income.

Figure 33: Mortality risk for each six-month period following census night by highest qualification, all labour force categories
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Figure 34: Cancer mortality risk for each six-month period following census night by highest qualification for 45–64 year olds, all labour force categories and excluding the non-active labour force

2.2 Health selection

2.2.1 Observed mortality risk over time

All-cause mortality, all labour force categories

Figure 33 above shows the mortality risk for each six-month period of the three-year follow-up. For later income and labour force analyses using this same method, one would expect different trends in mortality risk by time if there were significant drift health selection effects. However, for education we expect no difference in trends between education categories, because for the vast majority of people aged 25–64 poor health is unlikely to have affected their highest qualification. Figure 33 tests this assumption. While the lines are somewhat erratic for 25–44 year olds due to few deaths, the mostly parallel plots are consistent with no drift health selection by education, and thus also consistent with those shown for small area deprivation (Figure 29, page 209).
Cancer and cardiovascular disease deaths among 45–64 year olds: all labour force categories, and excluding non-active labour force

Figure 34 (above) plots the cancer mortality risks over time for the active labour force only, for 45–64 year olds. There was some evidence of a steeper cancer mortality plot over time for those with nil education compared to those with tertiary education among males (Figure 34b). This difference is demonstrated more clearly in Figure 35, where the mortality risk plots are plotted only for these two educational groups and includes trend-lines (calculated in Microsoft Excel). If the first six-months of deaths were excluded (as they were in the cohort analyses), then the pattern of diverging slopes shown in Figure 35 becomes even more prominent. Thus, there was some suggestion of differential health selection by educational status for cancer mortality among 45–64 year old males. On the other hand:

- the cancer mortality risk plots over time were also rising for the ‘school’ and ‘trade’ groups among 45–64 year old males in Figure 34b
- there was no suggestion of differing cancer mortality risk slopes among 45–64 year old females (Figure 34d)
- there was no suggestion of differing cardiovascular mortality risk slopes by education among either males or females aged 45–64 years after excluding the non-active labour (results not shown)
- previously presented mortality risk plots by NZDep91 excluding the non-active labour force status failed to suggest differential health selection for either males and females aged 45–64 years, and for either cancer (Figures 30b, d) or cardiovascular disease.

Figure 35: Cancer mortality risk for each six-month period following census night for 45-64 year old males with tertiary or nil qualifications, excluding the non-active labour force

Note: Error bars are 95% confidence intervals about each mortality risk, calculated according to Rothman and Greenland (1998; pp.240-1).
In light of these bullet points, the apparently flat cancer mortality risk plot for the tertiary qualification group among males aged 45–64 years may just have been an aberrant result. Thus, it is not possible to point confidently to strong evidence of differential health selection by stable socioeconomic factors (ie, NZDep91 and highest qualification) in the NZCMS.

(Mortality risk plots by occupational class will be considered later in this appendix, and do suggest some differential health selection – but only in the first six or 12 months.)

2.2.2 Exclusion of sickness beneficiaries

The exclusion of decedents who were sickness beneficiaries caused the tertiary qualification compared to nil qualification excess odds ratio for all-cause mortality to decrease by up to 11% across the four sex by age groups (Table 59 below). The similar percentage reductions for the NZDep91 quintile 5 compared to quintile 1 odds ratio were somewhat greater at 9% to 18% (Table 57, page 212). If drift health selection was notably biasing the all-cause mortality gradients by household income in the NZCMS, then excluding sickness beneficiaries should produce a substantially greater reduction in the all-cause mortality gradients for income (presented later in report).

2.2.3 Exclusion of decedents with a hospitalisation event between 1988 and census night

The exclusion of decedents hospitalised between 1988 and census night reduced to the null the tertiary qualification compared to nil qualification excess odds ratio for all-cause mortality by 4% to 21%, across the four sex by age groups (Table 59). The similar percentage reductions for the NZDep91 quintile 5 compared to quintile 1 odds ratio ranged from 4% to 51% (Table 57). As with the sickness beneficiary exclusion above, if drift health selection was notably biasing the all-cause mortality gradients by household income in the NZCMS then the later sensitivity analyses for income excluding pre-hospitalised deaths should produce a substantially greater reduction in the all-cause mortality gradients.
Table 59: Odds ratios (95% CI) of all-cause mortality for 25–64 year olds in the restricted cohort, by highest qualification, for various exclusions testing for health selection

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>Odds ratios (ref group = nil qualifications)</th>
<th>% change to null of tertiary OR †</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tertiary</td>
<td>Trade</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–44 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.57</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>(0.47–0.69)</td>
<td>(0.63–0.87)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.61</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>(0.50–0.75)</td>
<td>(0.66–0.92)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.66</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>(0.53–0.82)</td>
<td>(0.67–0.99)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.63</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>(0.51–0.77)</td>
<td>(0.65–0.93)</td>
</tr>
<tr>
<td>45–64 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>(0.59–0.72)</td>
<td>(0.74–0.85)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.69</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>(0.62–0.76)</td>
<td>(0.75–0.87)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>(0.62–0.78)</td>
<td>(0.73–0.87)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.73</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>(0.64–0.83)</td>
<td>(0.75–0.92)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–44 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.56</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>(0.45–0.69)</td>
<td>(0.49–0.80)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.61</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>(0.49–0.76)</td>
<td>(0.51–0.84)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.58</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>(0.43–0.78)</td>
<td>(0.39–0.80)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.67</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>(0.52–0.86)</td>
<td>(0.45–0.85)</td>
</tr>
<tr>
<td>45–64 year olds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.70</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>(0.63–0.78)</td>
<td>(0.69–0.90)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>(0.62–0.78)</td>
<td>(0.68–0.89)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.76</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>(0.66–0.88)</td>
<td>(0.70–1.00)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.82</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>(0.69–0.97)</td>
<td>(0.73–1.11)</td>
</tr>
</tbody>
</table>

Note: Injury and suicide deaths are not presented for females due to small numbers. For all remaining cells in the table there were at least 30 deaths.

† Percentage change is for the excess odds ratio for quintile 5 compared to quintile 1, compared to the same odds ratio with nil exclusions.
2.3 Excluding the non-labour force

2.3.1 All-cause mortality

The reductions in the gradient of all-cause mortality by highest qualification following restriction to the active labour force only (Table 59 above) tended to be less than that for small area deprivation (Table 57, page 212) – but were broadly consistent. The percentage reductions to the null for the tertiary compared to nil qualification odds ratio (and the equivalent reduction for the quintile 5 versus quintile 1 deprivation odds ratio in parentheses taken from Table 57) were 14% (14%) and 22% (43%) for 25–44 and 45–64 year old males respectively, and 25% (32%) and 40% (53%) for 25–44 and 45–64 year old females respectively.

2.3.2 Cause-specific mortality

Regarding cause-specific mortality, the interpretation of the crude risk ratios following exclusions of the non-labour force were problematic due to the strong confounding by age of the association of education with mortality. However, the male results were broadly consistent with those shown in Figure 31 (page 213) for small area deprivation – the reduction in the gradient for cancer and cardiovascular disease deaths following exclusion of the non-labour force was greater than that for suicide deaths, and the gradient actually increased for injury deaths.

3 Household tenure

Only the restricted cohort results are presented for all-cause mortality by housing tenure – a proxy for asset wealth.

4 Labour force status

There was no suggestion of selection bias for labour force status analyses on the restricted cohort, and a direct assessment of linkage bias was not possible. Thus, the focus for sensitivity analyses was on health selection.

4.1 Health selection

Perhaps the most informative way to assess the impact of health selection on labour force status is to view plots of mortality risk over time by labour force status. Selected plots are presented in Figure 36 (below) for males and females aged 45–64 years. In Figure 36, the lines for the ‘seeking or available’ category are not shown due to small numbers, and hence unstable plots.
Several points are demonstrated or suggested by the plots in Figure 36:

- The mortality risk tended to decrease over time among the ‘Retired, homemaker, permanently sick, students, etc’ (the majority of the non-labour force) in the full cohort for both males and females aged 45–64 years. This trend was the same among the restricted cohort (not shown), and more pronounced among 25–44 year olds. Regarding the 25–44 year olds, the mortality risk halved from the first to the last six-month period of follow-up among both males and females in the non-labour force aged 25–44 years – a steep reduction in mortality. This diminishing mortality over time is what would be expected with short-term health selection (ie, people who are sick and expected to die soon moving out of the labour force), and was also demonstrated in the OPCS Longitudinal Study (Fox and Goldblatt 1982; Fox et al 1985).

- There was no similar falling mortality risk over time among the unemployed 45–64 year olds in the full cohort. Rather there was a tendency for the mortality risk to increase over time in a similar way to the full-time employed, ie, a healthy worker effect. An inspection of 95% confidence intervals (not shown) for the unemployed mortality risks plotted in Figure 36 suggested that the apparent healthy worker effect was unlikely to be due to chance. (Among the unemployed 25–44 year olds, there were too few deaths to draw any conclusions.) This apparent ‘healthy worker effect’ among the unemployed strongly argues against the elevated mortality risk among the unemployed being due to health selection. Rather, poor health presumably moves people out of employment to the non-labour force, not to the unemployed. This conjecture is also consistent with the relatively rigorous definition of unemployment in the 1991 census, where the person is required to be both actively seeking work and available for work.
• As in the above bullet point, it is also possible to argue that the part-time employed demonstrate a healthy worker effect among the full cohort, arguing against the elevated mortality of the part-time employed being due to health selection.

• The lower two plots in Figure 36 add further weight to the above conclusions. Excluding sickness beneficiaries and those decedents who were hospitalised most notably reduces the mortality risk among the ‘retired permanently sick, students, etc’, particularly early in the follow-up. This reduction is supportive of a large health selection effect among the non-labour force. Further, applying the same exclusions to 25–44 year olds dramatically reduced the excess risk of mortality among the non-labour force.

• Among 45–64 year old males the relatively larger mortality risk among the unemployed (and part-time employed) compared to the full-time employed is not diminished by excluding people with a previous hospitalisation (plot b). This provides further support to the conclusion based on the full cohort plots that the elevated mortality risk among the unemployed (and part-time employed) was not due to health selection.

4.2 Conclusion

The elevated mortality among the non-labour force is, in large part at least, due to health selection.

Both the unemployed and the part-time employed had elevated mortality risks compared to the full-time employed. While this elevation may be the result of confounding (and will be assessed later in the multivariate analyses), the analyses here strongly suggest that it was not due to health selection. Further, there was no apparent selection bias, and linkage bias would probably have caused (if anything) an underestimate of the increased mortality among the non-referent labour force groups.

Finally, the particularly notable healthy worker effect between the first and second six-month periods of follow-up supports the decision in the NZCMS to discard linked deaths for the first six months as a means of mitigating against health selection effects in the cohort analyses.

5 Occupational class

Occupational class analyses presented a challenge due to only current occupation being available on the census. The unlinked occupational class analyses by Pearce and colleagues, however, provide a useful point of comparison (Davis et al 1999a; Kawachi et al 1991; Marshall et al 1993; Pearce and Bethwaite 1997; Pearce et al 1983a; Pearce et al 1983b; Pearce et al 1984; Pearce et al 1985; Pearce and Howard 1986; Pearce et al 1991; Pearce et al 1993).

The main cohort results for occupational class were presented in Chapter 6. The objectives of this section were to:

• to assess the likely impact of health selection on the association of occupational class with mortality observed in the NZCMS

• compare and contrast the results from unlinked analyses (ie, as done by Pearce and colleagues) and results using the NZCMS, with particular attention to identifying sources of numerator–denominator bias that may be affecting unlinked analyses.
Regarding the latter comparability with the unlinked analyses of Pearce and colleagues, this report also:

- presents results adjusted for age only, in addition to those adjusted for age and ethnicity, as the unlinked analyses of Pearce and colleagues standardised for age only
- examines how the occupational class assignment among decedents varies between census and mortality data. This variation is best framed as an analysis of numerator–denominator bias between the unlinked and linked analyses, but may also include components of health selection
- conducts analyses using the occupational class based on the death registration form as the exposure (rather than that derived from the census record) among linked deaths, thus imitating an unlinked analysis
- conducts analyses using the occupational class 1 and 2 divisions proposed by Davis et al (Davis et al 1997) to allow direct comparability with the submitted unlinked 1995–97 analyses by Pearce and Sporle (personal communication, 2000).

Due to the substantial problems with occupational class data for females, male data dominates the sensitivity analyses.

5.1 Selection bias for restricted cohort results

Figure 37 presents the occupational class mortality gradients for those in the full cohort with an occupational class. There will be occasion to include occupational class in multivariate analyses with other socioeconomic factors such as education, income, and car access. Thus, it is useful to know the amount of selection bias incurred when assessing the gradient among the restricted cohort. Figure 37 (below) shows the occupational class mortality gradient for males aged 25–44 and 45–64 years, for both the full and restricted cohort. There was a selection bias, such that the gradients were underestimated in the restricted cohort – particularly among 25–44 year olds. The magnitude of selection bias was the same for age-only adjusted odds ratios.
These results for selection bias also add to the accumulating evidence on selection bias in this report. For all-mortality, there was no selection bias of note by highest education for either 25–44 or 45–64 year old males (Section 2.1 of this appendix), but there was selection bias by NZDep91 such that the restricted cohort modestly underestimated the gradient among 25–44 year olds and modestly overestimated it among 45–64 year olds. Adding the occupational class analyses to this accumulating evidence, there is now evidence of selection bias causing:

- an underestimate of the 25–44 year old male all-cause mortality gradient for analyses on the restricted cohort for two out of three socioeconomic factors tested
- an underestimate (occupational class), no effect (education), and an overestimate (NZDep91) of the 45–64 year old male all-cause mortality gradient for analyses on the restricted cohort.

### 5.2 Linkage bias

Results present in Chapter 3 demonstrated linkage bias by occupational class among males – particularly among 25–44 year olds, and for occupational class 6. Using the risk ratios reported in Table 23, the occupational class mortality gradients were adjusted for linkage bias. The gradients increased, particularly for 25–44 year olds males such that after adjustment for linkage bias there was a near doubling of the odds of death between occupational class 6 and class 1 (Figure 38 below).
5.3 Numerator–denominator bias

Unlinked occupational class analyses, such as those by Pearce and colleagues, may be prone to numerator–denominator bias whereby the occupation is collected differently between mortality and census data. In New Zealand there are likely to be differences between census and mortality data due to the occupation on the census being current and that on the death registration form being usual. The objective of this section is to assess these likely numerator–denominator biases.

Tables 60 and 61 below present a summarised cross-classification of occupational class for the mortality and census data, for male and female decedents respectively. The most informative results in Tables 60 and 61 are the final columns that present the ratio of the number of census to mortality records for each class. For males with any assigned occupational class the overall ratio was 0.56, ie, there were 44% fewer male decedents with an occupational class on census data than on mortality data. The fact that the ratios are relatively constant by occupational class (with the exception of occupational class 4 to be discussed subsequently) means that there should be at most only moderate numerator–denominator biases affecting unlinked occupational class analyses. However, the comparability of these ratios by occupational class does not rule out systematic biases affecting both the unlinked and linked analyses in the same direction. For example, differential health selection out of the labour force may cause an underestimate of lower occupational class deaths in census data and a tendency to ‘promote the dead’ would also tend to cause an underestimate of the lower occupational class deaths on mortality data.
Table 60: Cross-classification of mortality by census occupational class for 5844 male 25–64 year old deaths during the second and third year of follow-up

<table>
<thead>
<tr>
<th>Occupational class</th>
<th>Census data</th>
<th>Number (%) by census data that:</th>
<th>Mortality data</th>
<th>Number (%) by mortality data that:</th>
<th>Census total to mortality total ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Had same class on mortality data</td>
<td></td>
<td>Had same class on census data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Had different class on mortality data</td>
<td></td>
<td>Had different class on census data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Had no occupation on mortality data</td>
<td></td>
<td>Had no occupation on census data</td>
<td></td>
</tr>
<tr>
<td>Class 1</td>
<td>240</td>
<td>165 (69%)</td>
<td>69 (29%)</td>
<td>6 (3%)</td>
<td>387</td>
</tr>
<tr>
<td>Class 2</td>
<td>300</td>
<td>150 (50%)</td>
<td>126 (42%)</td>
<td>24 (8%)</td>
<td>462</td>
</tr>
<tr>
<td>Class 3</td>
<td>498</td>
<td>279 (56%)</td>
<td>189 (38%)</td>
<td>33 (7%)</td>
<td>861</td>
</tr>
<tr>
<td>Class 4</td>
<td>531</td>
<td>333 (63%)</td>
<td>162 (31%)</td>
<td>36 (7%)</td>
<td>1182</td>
</tr>
<tr>
<td>Class 5</td>
<td>627</td>
<td>399 (62%)</td>
<td>180 (29%)</td>
<td>72 (11%)</td>
<td>1137</td>
</tr>
<tr>
<td>Class 6</td>
<td>252</td>
<td>93 (37%)</td>
<td>111 (44%)</td>
<td>51 (20%)</td>
<td>393</td>
</tr>
<tr>
<td>Farmers</td>
<td>306</td>
<td>261 (85%)</td>
<td>33 (11%)</td>
<td>12 (4%)</td>
<td>507</td>
</tr>
<tr>
<td>Subtotal with occupation</td>
<td>2754</td>
<td>1650 (60%)</td>
<td>867 (31%)</td>
<td>234 (8%)</td>
<td>4932</td>
</tr>
<tr>
<td>No occupation</td>
<td>3090</td>
<td>NA</td>
<td>NA</td>
<td>678 (22%)</td>
<td>912</td>
</tr>
</tbody>
</table>

Regarding occupational class 4 for males, the census to mortality ratio of 0.45 is substantially lower than the other ratios. This discrepancy suggests that there was a tendency to overestimate the number of deaths in occupational class 4 on mortality data compared to census data.

For female deaths (Table 61), the census to mortality ratio increased with lower occupational class. Thus, unlinked analyses using only female mortality data will find a shallower (or even inverse) occupational class mortality gradient compared to linked census–mortality data. This discrepancy between the census and mortality data is not due to differential health selection – that should cause the ratios to decrease, not increase, with lower class. A possible explanation is that females of lower occupational class tend to have frequent part-time or casual work that is detected cross-sectionally by the census, but tends not to be entered as an ‘usual occupation’ on the death registration form. It is interesting to note that slightly more female deaths had an occupational class according to census data (1158) compared to mortality data (1016) – for male deaths many more had a mortality record occupation (4932) than a census record occupation (2754).

Table 61: Cross-classification of mortality by census occupational class for 3798 female 25–64 year old deaths during the second and third year of follow-up

<table>
<thead>
<tr>
<th>Occupational class</th>
<th>Census data</th>
<th>Number (%) by census data that:</th>
<th>Mortality data</th>
<th>Number (%) by mortality data that:</th>
<th>Census total to mortality total ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>had same class on mortality data</td>
<td></td>
<td>had same class on census data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>had different class on mortality data</td>
<td></td>
<td>had different class on census data</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>had no occupation on mortality data</td>
<td></td>
<td>had no occupation on census data</td>
<td></td>
</tr>
<tr>
<td>Class 1</td>
<td>63</td>
<td>27 (43%)</td>
<td>24 (38%)</td>
<td>12 (19%)</td>
<td>54</td>
</tr>
<tr>
<td>Class 2</td>
<td>141</td>
<td>72 (51%)</td>
<td>27 (19%)</td>
<td>39 (28%)</td>
<td>211</td>
</tr>
<tr>
<td>Class 3</td>
<td>177</td>
<td>57 (32%)</td>
<td>48 (27%)</td>
<td>72 (41%)</td>
<td>190</td>
</tr>
<tr>
<td>Class 4</td>
<td>264</td>
<td>96 (36%)</td>
<td>45 (17%)</td>
<td>123 (47%)</td>
<td>227</td>
</tr>
<tr>
<td>Class 5</td>
<td>219</td>
<td>63 (29%)</td>
<td>48 (22%)</td>
<td>111 (51%)</td>
<td>162</td>
</tr>
<tr>
<td>Class 6</td>
<td>216</td>
<td>54 (25%)</td>
<td>27 (13%)</td>
<td>132 (61%)</td>
<td>134</td>
</tr>
<tr>
<td>Farmers</td>
<td>78</td>
<td>15 (19%)</td>
<td>9 (12%)</td>
<td>57 (73%)</td>
<td>40</td>
</tr>
<tr>
<td>Subtotal with occupation</td>
<td>1158</td>
<td>387 (33%)</td>
<td>225 (19%)</td>
<td>549 (47%)</td>
<td>1016</td>
</tr>
<tr>
<td>No occupation</td>
<td>2640</td>
<td>NA</td>
<td>NA</td>
<td>2232 (85%)</td>
<td>2782</td>
</tr>
</tbody>
</table>
Another useful piece of information that can be gleaned from Tables 60 and 61 above was that for both males and females there was much greater variation between census and mortality data for the assignation of a lower occupational class. For example, a greater percentage of male decedents assigned to occupational class 6 on the mortality data had no occupation on census data (62%, second to last column of Table 60) than did male decedents assigned to occupational class 1 on mortality data (38%). Likewise, for assignment of male census occupational class a similar trend was evident for having no occupation on mortality data (20% and 3% for occupational class 6 and 1, respectively). Further, the same trends were evident for females (Table 61). The reason for these trends was that of the decedents with no occupation on census data (mortality data) but with an occupation on mortality data (census data), the latter occupation was more likely to be for a lower occupational class (data not shown). These trends suggest that both census and mortality data may be underestimating the number of lower occupational class deaths more so than higher occupational class deaths. Whether this means that both unlinked (eg, those by Pearce and colleagues) and linked analyses (eg, those in the NZCMS) are likely to underestimate the occupational class mortality gradient, however, is uncertain. It is likely that entry and exit (or cycling) into and out of employment among the lower occupational classes may be more common than among the higher occupational classes. Thus, there may be a similar tendency among the census denominator to underestimate the number of people in the lower occupational classes, causing no overall bias in the occupational mortality gradients.

One possible numerator–denominator bias suggested in the literature for unlinked analyses is a tendency to ‘promote the dead’ whereby a decedent’s occupational class is categorised as higher than their actual class. It was possible to test this directly in the NZCMS. Shown in Tables 60 and 61 are the numbers of decedents that changed occupational class between census and mortality data. Of the 774 male decedents with an assigned occupational class of 1 to 6 on mortality data, and who were assigned to another class (ie, 1 to 6) on census data, 357 were assigned a higher occupational class on census data and 417 were assigned a lower occupational class on census data. Thus, there was a tendency for higher occupational class on the mortality data consistent with the ‘promoting the dead’ hypothesis, but the magnitude of the bias was small. The same numbers for females were 126 and 87, respectively, again consistent with a (modest) tendency to promote the dead.

There was a specific numerator–denominator bias apparent for the NZSEI occupational classes. The NZCMS uses a different cut-off between occupational classes 1 and 2 than that originally proposed by Davis et al (Davis et al 1997), for reasons described in Chapter 2 of this report. The occupational class mortality gradients presented below in Figure 39 demonstrate the effect of using the NZCMS cut-points versus the Davis et al cut-points, for 45–64 year old males. (Analyses for 25–44 year olds found the same conclusions as follow.) The first set of columns in Figure 39 present the occupational class mortality gradient using the NZCMS cut-points, where occupational class for the deaths was taken from the mortality data – thus this analysis imitates an unlinked analysis. The second set of columns uses the cut-point between occupational classes 1 and 2 proposed by Davis et al (1997), but still uses the mortality data occupational class for decedents.
There is a dramatic difference between the gradient in the first and second set of columns, due to the mortality risk among the Davis et al class 1 being substantially lower than that in the NZCMS class 1. Correspondingly, using the Davis et al cut-points, and occupational class 1 as the reference category, the gradient appears much steeper. If the mortality risk among the Davis et al class 1 was truly much less than the NZCMS class 1, then one would expect a similar change in the gradient using the census assigned occupational classes for the entire cohort-base. The third and fourth set of columns in Figure 39 present the gradient using the NZCMS and Davis et al cut-points and census assigned occupational class – there is virtually no difference in the gradient between the third and fourth set of columns.

Thus, this report concludes that there is a substantial numerator–denominator bias on the mortality data within the 70 to 90 range of NZSEI scores. It appears that the coding of occupation on mortality data is assigning many decedents to an occupation with a NZSEI score between 70 and 75, when in fact the census coding would have assigned them to an occupation with a NZSEI score between 75 and 90. Put another way, the mortality gradient depicted in the second set of columns of Figure 39 is affected by a numerator–denominator bias that causes a substantial underestimate of the mortality risk in occupational class 1. An initial inspection of the draft results for 1995-97 by Pearce, Davis and Sporle show a gradient for 1995-97 by NZSEI occupational class that is remarkably similar to that shown in the second set of columns of Figure 39 below. Thus, it seems likely that the apparent numerator denominator bias for mortality data compared to census data about the cut-point between NZSEI classes 1 and 2 also affects 1995-97 mortality data.

Figure 39: Odds ratios of all-cause mortality by NZSEI occupational class among 45–64 year old males, using NZCMS versus Davis et al cut-points, and mortality versus census data occupational class for decedents

[Graph showing odds ratios for different occupational classes]

Note: All analyses use the full cohort, age-only adjusted odds ratios – but additionally adjusted for linkage bias. Occupational class 1 is the references group.
Putting aside the apparent numerator–denominator bias affecting class 1 aside, there are two other useful findings demonstrated in Figure 39. First, and as suggested by the ratios in the final column of Table 60 (page 230), the NZSEI occupational class 4 mortality risk appears to be overestimated by mortality data. Second, using the census data, occupational class 6 has a higher mortality risk (after adjustment for linkage bias) than occupational class 5. Using mortality data, or an unlinked analysis, the mortality risk is apparently lower in class 6.

Summarising, there were apparent numerator–denominator biases:
- biasing the mortality risk for different NZSEI score cut-points between classes 1 and 2
- causing a relative overestimate of the mortality risk among class 4 using mortality data
- and causing a relative underestimate of the mortality risk for class 6 using mortality data; or conversely, a relative overestimate of the mortality risk for class 5 using mortality data.

Taking all these into account, however, it is important to note that there is broad agreement between the unlinked and linked analyses (eg, the first and third set of columns in Figure 39 are broadly comparable).

### 5.4 Health selection

Sensitivity analyses, excluding sickness beneficiaries and decedents with a hospitalisation between 1988 and census night, are not presented for occupational class mortality gradients. As the occupational class mortality gradients were already restricted to those in the labour force (a possible form of differential health selection itself), such sensitivity analyses were difficult to interpret and probably unreliable. Rather, plots of mortality risk over time have been relied on to investigate differential health selection.

#### 5.4.1 Observed mortality risk over time

Plots of mortality risk over time by current occupational class allow the investigation of two forms of health selection that may act over the short term: differential health selection out of the labour force, and short-term drift health selection up and down occupational classes. If present, these two forms of health selection will give opposite patterns of mortality risks plotted over time – a divergence for differential health selection, and a convergence for short-term health selection down occupational classes. Strictly speaking, plots of mortality risk over time by occupational class allow comment only on the net effect of these two forms of health selection. However, previous research suggests that drift health selection for occupational classes is negligible (Fox et al 1985; Power et al 1996; van de Mheen et al 1999). Accordingly, the patterns in mortality risk over time in terms of differential health selection have been interpreted.
The observed mortality risks by time period after census night are shown in Figure 40 above for males and females aged 45–64 in the full cohort. Unfortunately, the point estimates are too unstable for females (due to small numbers) to allow interpretation. However, for males there was little difference between the mortality risks in the first six months, consistent with differential health selection that would be more likely to force lower occupational class people with poor health out of the workforce than higher occupational classes. Over time, the mortality risks diverge to the expected higher mortality for occupational classes 5 and 6. Of note, the occupational class 6 mortality risk did not rise till the second year of follow-up. While this delayed rise may just be random variation, it may also be a longer apparent differential health selection among the lowest occupational class. (As such, it was one of the contributing reasons to discarding all census respondents dying in the first year for the cohort analyses of occupational class.) Thus, there was evidence of differential health selection affecting the occupational class mortality gradient – but not beyond one year of follow-up, and
particularly in the first six-months of follow-up. It is unclear whether the mortality risks would have diverged further over a period of follow-up longer than three years, although there is some suggestion of stability in the last three six-month periods of follow-up.

If the pattern in Figure 40 is assumed to reflect differential health selection, then what are the implications? First, as occupational class cohort analyses discarded deaths in the first year, and assuming that further divergence would not occur with a longer follow-up, then the cohort analyses of occupational class mortality gradients in this report might be relatively free of differential health selection. However, based on the international literature and the possibility that the plots for all-cause mortality may hide some further divergence by cause of death beyond three years of follow-up, it is more prudent to conclude that some differential health selection may be affecting the occupational class analyses in the NZCMS – but probably not greatly. Second, the pattern does add some support to the suggestion of differential health selection for cancer deaths among 45–64 year old males by highest qualification (Figure 35). But, the support it offers is of limited practical importance as the differential health selection by occupational class appeared to be mostly in the first six months, and all cohort analyses in the NZCMS discard deaths in the first six-months.

5.4.2 Adjustment of the current occupational class mortality gradient to approximate the usual occupational class mortality gradient

One method proposed by Kunst and colleagues to adjust occupational mortality gradients for differential health selection was to assess the change in the educational mortality gradient between that for all people and that among just the labour force, and assume that this same difference would apply to occupational class mortality gradients (Kunst et al 1998b) (see discussion in Appendix A, page 169). However, as discussed in Appendix A (and elsewhere in this report), such a method may adjust not only for differential health selection, but also for confounding/mediation of the association of usual/last occupational class with mortality by current labour force status. This possibility is supported by the pattern in Figure 40 above of notable differential health selection in the first year, but little evidence thereafter – although a three-year follow-up limits this conclusion. Nevertheless, using the association of small area deprivation and education with mortality including and excluding the non-labour force presented previously in this report (crude data), it was possible to adjust the current occupational class mortality gradients to approximate the (unobserved) usual occupational class mortality gradients.

The adjustment was conducted as follows:

- Approximating the percentage distribution of the population by occupational class, the following small area deprivation and education categories were assumed to be equivalent to occupational classes 1 to 6:
  - [NZDep91 decile 1] and [graduate, postgraduate] for occupational class 1
  - [deciles 2 and 3] and [undergraduate, technical, teaching] for class 2
  - [deciles 4 and 5] and [trade certificate, other tertiary] for class 3
  - [deciles 6 and 7] and [10-12 years of school] for class 4
  - [deciles 8 and 9] and [nil qualification] for class 5
  - [decile 10] and [nil qualification] for class 6.
The average change in the mortality risk ratio for the deprivation and highest qualification gradient after excluding the non-labour force was determined, where decile 1 and ‘graduate, postgraduate’ highest qualification were the reference categories.

Doing so, the ratios to be multiplied into the current occupational class odds ratios for 25–44 year old males were 1.00, 0.98, 1.02, 1.03, 1.10, and 1.13 and for 45–64 year old males were 1.00, 1.09, 1.18, 1.13, 1.29, and 1.40, for occupational classes 1 to 6 respectively.

Thus, for example, the mortality risk ratio among males aged 45–64 years in occupational class 6 compared to occupational class 1 (where current occupation only is available) should be multiplied by 1.40 to estimate the risk ratio that would have been observed if usual occupation was available.

Figure 41 below presents the crude risk ratios of mortality by occupational class for males aged 25–44 and 45–64 years in the first and third set of columns. The second and fourth set of columns present the occupational class mortality gradient adjusted for exclusion of the non-labour force, for 25–44 and 45–64 year olds respectively, using the above estimated adjustment ratios. The gradient changes modestly for 25–44 year olds, but increases notably for 45–64 year olds.

**Figure 41:** Crude risk ratios of all-cause mortality by NZSEI occupational class among 25–44 and 45–64 year old males, before and after adjustment for labour force status

Note: The ‘unadjusted’ crude risk ratios were adjusted for linkage bias - but not labour force participation.
The method used above to adjust for non-labour force status is approximate only, and uses crude data only. The underlying assumption was that the gradient changes by deprivation and education that occur when the non-labour force were excluded was the same as that for occupational class – a questionable assumption. However, it does at least suggest that:

- the use of *current* occupation probably results in a substantial underestimate of the *usual* occupational class mortality gradient for 45–64 year old males, but less so for 25–44 year old males
- adjusting for the exclusion of the non-labour force results in a similar gradient for 25–44 and 45–64 year olds.

Kunst and colleagues have proposed another method to adjust occupational mortality gradients based on *current* occupation to approximate those for *usual* occupation (Kunst 1997; Kunst et al 1996; Kunst et al 1998c). This method draws on survey data external to the census-cohort study that give estimates of the proportion of each occupational class (based on *usual* occupation) that were in the labour force at the time of the census. Such a sensitivity analysis may be conducted in New Zealand using Household Labour Force Survey, but was beyond the scope of this report.

### 5.5 Comparison of NZSEI and Elley-Irving occupational mortality gradients

**Figure 42:** Odds ratios of all-cause mortality by NZSEI and Elley-Irving occupational class among 45–64 year old males

![Graph showing odds ratios for different occupational classes](image)

Note: The odds ratios are age-adjusted only, and not adjusted for linkage bias (linkage bias was only estimated for NZSEI classes.) Analyses are on the full census cohort, and use the census occupation codes.
The published analyses of occupational class mortality gradients in New Zealand by Pearce and colleagues have used Elley-Irving occupational classes. This classification system requires NZSCO68 codes. Fortunately, both NZSCO68 and NZSCO90 codes were available for 1991 census data, allowing a direct comparison of the NZSEI and Elley-Irving occupational class mortality gradients. Figure 42 presents the gradient for the two different occupational class schemes – the gradients are almost identical.

This comparability between the NZSEI and Elley-Irving gradients means that Pearce and colleagues should be able to extend their times series analysis of occupational class mortality gradients despite having to switch from Elley-Irving to NZSEI classes. However, the above comparability was for the census occupation codes, not the death registration form codes. Unfortunately, comparability on the latter could not be assessed due to the absence of both NZSCO68 and NZSCO90 codes for the 1991–94 time-period. Nevertheless, the two occupational class systems should also be comparable for death registration data and the resultant unlinked analyses.

### 5.6 Conclusion

The analyses of the association of occupational class with mortality in the NZCMS were limited by the availability of current occupation only. However, it was reasonable to conclude that:

- there was an occupational class mortality gradient in the expected direction for both males and females aged 25–64 years, although only weakly for females
- compared to a male occupational mortality gradients by *usual* occupation, the gradients observed in the NZCMS by *current* occupation were probably an underestimate – particularly for 45–64 year old males
- it was unclear whether the shallower gradient for *current* occupational class compared to *usual* occupational class was due to health selection or confounding/mediation by the range of variables that labour force status may be a proxy for. The plots of mortality risk over time for current occupational class suggested that differential health selection had largely worn-off after the first year of follow-up
- the occupational class mortality gradient by *current* occupation observed in the NZCMS was steeper among 25–44 year old males compared to 45–64 year old males. However, if *usual* occupation data were available there would probably have been little difference in the gradient between the two age-groups.

The above analyses by occupational class also provide important comparative information for unlinked analyses such as those by Pearce and colleagues:

- The linked and unlinked analyses were broadly comparable for *males*.
- Unlinked analyses for females would grossly underestimate the female occupational class mortality gradient due to numerator–denominator biases.
- Despite the broad agreement of the male gradients, there appeared to be several specific numerator–denominator biases for male death registration form occupational class compared to census occupational class:
  - using the cut-off between occupational class 1 and 2 recommended by Davis et al (1997) resulted in a notable underestimate of the class 1 mortality risk according to death registration form data – a cut-off NZSEI score of 70 between occupational classes 1 and 2 is recommended for unlinked analyses.
- occupational class 4 deaths appeared to be overestimated by death registration form data relative to census data
- compared to census data, occupational class 6 deaths appeared to be underestimated relative to occupational class 5 deaths by death registration form data. Adjusting for this numerator–denominator bias would probably make the class 6 mortality risk higher (rather than lower) than the class 5 mortality risk in unlinked analyses.

- The occupational class mortality gradients appeared similar for the Elley Irving and NZSEI scales.

6 Equivalised household income

6.1 Likely impact of selection bias and linkage bias

It was not possible to directly estimate selection and linkage bias in the NZCMS for equivalised household income. Therefore, only 'likely estimates' are possible.

6.1.1 All-cause mortality

Selection bias for analyses on the restricted cohort has been measured previously in this report for analyses by small area deprivation, highest qualification, and occupational class (Section 1.1, 2.1 and 5.1 of Appendix C). Linkage bias has been measured for small area deprivation and occupational class (Sections 3.3.1 and 3.3.2 of Chapter 3, respectively). On the basis of these sensitivity analyses, it seems plausible to expect that the net impact of selection and linkage biases was an underestimation of the odds ratio comparisons for the lowest compared to the highest equivalised household income groups of approximately:

- 20% for 25–44 year old males and 25–44 and 45–64 year old females
- and 10% for males aged 45–64 years.

This underestimation would be mainly a consequence of linkage bias. Comparisons of middle-income households with high-income households would probably not be underestimated by as much – the biases mainly operated at the extremes. Accordingly, the univariate all-cause mortality odds ratios comparing the lowest (<$10,000) and second lowest ($10–$14,999) equivalised household income groups compared with the highest household income group (≥$70,000) for all New Zealanders might have been in the range of:

- 2.15 to 2.55 for males aged 25–44 and 45–64 years (compared with 1.92 to 2.37 observed, calculated from Table 48)
- 1.75 to 2.05 for females aged 25–44 and 45–64 years (compared with 1.55 to 1.85 observed, calculated from Table 48).

6.1.2 Cause-specific mortality

While the sum of linkage and selection bias affecting cause-specific income mortality gradients must equal that expected above for all-cause mortality, it was not possible to estimate reliably the contribution by each cause of death. However, based on the conclusions for the net effect of both biases by NZDep91 (Box 9, page 208), selection biases for education and NZDep91 (Box 10, page 219), and (unstable) estimates of
linkage bias by occupational class for males (Table 24, page 70), it might be reasonable to conclude that:

- there was probably a modest underestimate of the male cancer and cardiovascular disease gradients
- there was probably little or no net bias affecting the male injury gradient
- there was probably an underestimation of the male suicide mortality gradient by household income, such that the odds ratio comparing <$20,000 to >$50,000 was greater than 2.5 (observed was 2.27)
- there was probably a sizeable (say 30%) underestimation of the female cancer gradient, but it was relatively modest to start with (Table 41, page 95)
- there was probably little or no net bias affecting the female cardiovascular disease gradient
- the direction and magnitude of any net bias of the female injury and suicide gradients was uncertain.

6.2 Health selection

Disentangling the possible impact of health selection on income gradients proved challenging. Most notably, plots of the mortality risk over time suggested no short-term health selection, but the association of income with mortality excluding the non-labour force greatly reduced the income gradient. The results presented in the following sections attempt to present a logical and stepwise series of analyses investigating possible health selection.

Before considering the sensitivity analyses, useful information that may assist the disentangling of health selection includes:

- the income exposure in the NZCMS was equivalised household income. Therefore, one would expect the effect of drift health selection consequent on one person’s ill-health to be mitigated by the income of other members of the household. This would be particularly so for females, where, for 1991–94 and 45–64 year olds at least, the main income earner would often be a male partner.
- the household income was that for the 12 months prior to census night. This ‘exposure ascertainment’ period, plus the exclusion of deaths in the first six months, should mitigate against short-duration health selection effects.
6.2.1 Observed mortality risk over time

All-cause mortality, all labour force categories

Figure 43 shows the plots of mortality risk by time period for each level of equivalised household income, for males and females. Unfortunately, the point estimates for females aged 25–44 are too unstable (due to small numbers) to allow a meaningful interpretation. If drift health selection over the short-term was occurring, then one would expect the lines in Figure 43 to converge over time. That is, the low-income people would have high mortality initially due to poor health, and this would fall over time as the unhealthy died or improved in health. Conversely, the mortality risk among the high-income people would be low initially and increase over time as people became unwell, (dropped their income), and died.
Although not compelling overall, there is some evidence of drift health selection in Figure 43. First, it might be argued that the overall pattern is of the mortality risk lines converging over time among 25–44 year old males (Figure 43a). However, small numbers and SNZ privacy requirements make this conclusion tenuous. For example, 95% CIs are about ±0.00015 (ie, 15-30% of the observed mortality risk at each point in time). Second, for the middle two income categories among 45–64 year old males (Figure 43b) there was convergence during the last six-month period. Figure 44 demonstrates that this was also the case for finer strata of equivalised household income. However, both Figures 43b and 44 demonstrate that apart from this last six-month period the overall pattern among 45–64 year old males is one of approximately parallel mortality risk lines. Third, the mortality risk among 45–64 year old females with a high income (≥$50,000) rose approximately 50% over time (Figure 43d), from a risk of 0.0011 (95% CI 0.0009 to 0.0014) in the first six-month period to 0.0017 (95% CI 0.0014 to 0.0020) in the last six-month period. Among low-income people (<$20,000) the rise was only 10%, from 0.0035 (95% CI 0.0030 to 0.0039) in the first six-month period to 0.0038 (95% CI 0.0033 to 0.0042) in the last six-month period. Thus there was some evidence of convergence in mortality risk by equivalised household income over time among 45–64 year old females, consistent with some drift health selection.
As well as interpreting the income mortality risk plots in isolation, they should also be interpreted relative to the 'base-line' plots by NZDep91 (Figure 29, page 209) and highest qualification (Figure 33, page 219). Such a comparison suggests that the possible convergence of plots by income among 25–44 year olds was not seen in the baseline analyses. The pattern of plots for 45–64 year old males was not notably different by socioeconomic factors. Among females aged 45–64, there was a rising mortality risk over time among those with tertiary education, warning against over-interpretation of the rising mortality risk among high income females in Figure 43d.

Two additional problems with the mortality risk plots limit their interpretation with regard to drift health selection. First, it may be that over a longer period of follow-up the mortality risk plots would have more convincingly demonstrated drift health selection. Second, drift health selection will only apply to the component of the income–mortality association that is not due to confounding by other factors. The relative height of the lines in the above plots over time is confounded by factors such as age and education, and it is likely that these factors will exaggerate the distance between the low-income and high-income plots. Thus, for drift health selection to explain the unconfounded association of income with mortality in a short-duration study such as the NZCMS, does not require that the line-plots fully converge. Rather, they would only have to ‘converge’ to a point where the remaining differences in the height of the lines were due to confounding of the association of income with mortality by factors other than health status. Therefore, the plots for 25-45 year old males and 45–64 year old females (Figures 43a, d) might be more suggestive of drift health selection than they first appear.

**Cancer and cardiovascular disease deaths among 45–64 year olds: all labour force categories, and excluding non-active labour force**

Death from cancer is usually preceded by a period of poor health. Therefore, if drift health selection was truly biasing the income–mortality gradients, we would expect to a health selection pattern more clearly among cancer deaths. Figures 45a and 45c below show the cancer mortality risk plots over time for 45–64 year old males and females in all labour force categories. As with all-cause mortality, there was not compelling evidence of drift health selection among males, but some suggestion of drift health selection among females. Certainly, the pattern of slopes was not notably different from those for all-cause mortality, which would have been expected if there was drift health selection. Furthermore, other than some suggestion of convergence for 45–64 year old females, the pattern of slopes for the cancer mortality plots was not notably different from that for the baseline socioeconomic factors where drift health selection should not theoretically be operating – small area deprivation (Figure 30) and education (Figure 34).

As with the cancer plots, the cardiovascular mortality risk plots for 45–64 year old males were also not particularly suggestive of drift health selection (not shown).
Figure 45: Cancer mortality risk for each six-month period following census night by equivalised household income for 45-64 year olds, all labour force categories and excluding the non-active labour force.
Mortality risk plots, excluding the non-active labour force for 45–64 year old male and female cancer deaths, are shown in Figures 45b and 45d above, respectively, and for 45–64 year old male cardiovascular disease deaths in Figure 46b. Among 45–64 year old male cancer deaths, there was some evidence of steeper slopes for the low-income strata compared to the high-income strata. Figure 47 presents the plots for just those with an equivalised household income of greater than or equal to $50,000, and those less than $20,000, to more clearly demonstrate the differing slopes. (If deaths in the first six months were deleted from Figure 47 (consistent with the cohort analyses) the difference in slopes became more convincing.) There was little evidence of differing slopes for 45–64 year old female cancer deaths and for 45–64 year old male cardiovascular disease deaths. Thus differential health selection by income was only supported for 45–64 year old male cancer deaths. Previous plots in this report also suggested differential health selection for 45–64 year old male cancer deaths for education (Figures 34b and 35), but not for deprivation (Figure 30b).
6.2.2 Excluding sickness beneficiaries

The association of equivalised household income with all-cause mortality before and after, excluding sickness beneficiaries, is shown in Table 62. The percentage reduction to the null for the excess odds ratio after excluding sickness beneficiaries, comparing people with an equivalised household income over $50,000 to less than $20,000, ranged between 11% to 32% for the four sex by age groups. The percentage reductions among 45–64 year olds were similar to those for small area deprivation (Table 57) and highest qualification (Table 59). However, the percentage reductions among 25–44 year old males (32%) and females (27%) were greater than those for small area deprivation (14% and 18%) and highest qualification (10% and 11%). Thus, these results are suggestive of some drift health selection affecting the 25–44 year old income–mortality gradients. An alternative explanation is that equivalised household income is more highly correlated with receipt of a sickness benefit among 25–44 year olds than either small area deprivation or highest qualification.
Table 62: Odds ratios of all-cause mortality for 25–64 year olds in the restricted cohort, by household income, for various exclusions testing for health selection

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>Odds ratios (ref group = &lt;$20,000)</th>
<th>% change to null of ≥$50 OR †</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥$50,000</td>
<td>$30–$49,999</td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>25–44 year olds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.65 (0.55–0.78)</td>
<td>0.81 (0.69–0.96)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.76 (0.63–0.92)</td>
<td>0.94 (0.78–1.13)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.74 (0.60–0.91)</td>
<td>0.95 (0.77–1.16)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.81 (0.66–0.98)</td>
<td>0.95 (0.78–1.15)</td>
</tr>
<tr>
<td><strong>45–64 year olds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.54 (0.49–0.59)</td>
<td>0.77 (0.70–0.83)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.61 (0.56–0.67)</td>
<td>0.86 (0.79–0.94)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.61 (0.55–0.68)</td>
<td>0.81 (0.73–0.90)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.75 (0.67–0.84)</td>
<td>1.05 (0.93–1.17)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>25–44 year olds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.70 (0.56–0.86)</td>
<td>0.71 (0.57–0.88)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.78 (0.62–0.97)</td>
<td>0.78 (0.62–0.98)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>1.00 (0.75–1.33)</td>
<td>0.94 (0.69–1.27)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.89 (0.69–1.16)</td>
<td>0.83 (0.63–1.10)</td>
</tr>
<tr>
<td><strong>45–64 year olds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.66 (0.59–0.74)</td>
<td>0.77 (0.69–0.86)</td>
</tr>
<tr>
<td>Sickness beneficiaries</td>
<td>0.70 (0.63–0.78)</td>
<td>0.80 (0.72–0.90)</td>
</tr>
<tr>
<td>Pre-hospitalised deaths</td>
<td>0.76 (0.66–0.87)</td>
<td>0.79 (0.68–0.91)</td>
</tr>
<tr>
<td>Non-labour force</td>
<td>0.83 (0.70–0.99)</td>
<td>0.88 (0.73–1.06)</td>
</tr>
</tbody>
</table>

Note: Injury and suicide deaths are not presented for females due to small numbers. For all remaining cells in the table there were at least 30 deaths.

† Percentage change is for the excess odds ratio for quintile 5 compared to quintile 1, compared to the same odds ratio with nil exclusions.
By cause of death for 25–64 year olds combined (Figures 48 and 49), there was little evidence of any substantive diminution of the income–mortality gradient following the exclusion of sickness beneficiaries for any of the examined causes of death – except perhaps for male cancer and cardiovascular disease. However, this was the same pattern as that for small area deprivation (Figure 31), failing to strongly suggest drift health selection as a bias affecting income mortality gradients.
6.2.3 Excluding decedents with a hospitalisation event between 1988 and census night

The association of equivalised household income with all-cause mortality before and after excluding deaths hospitalised between 1988 and census night is also shown in Table 62. The percentage reduction to the null for the excess odds ratio, comparing people with an equivalised household income over $50,000 to less than $20,000, ranged between 16% to 100% for the four sex by age groups. Only the reduction to the null for the 25–44 year old females (100%) was substantially greater than the comparable reductions for small area deprivation (17%; Table 57) and highest qualification (4%; Table 59). However, the number of deaths among 25–44 year olds (n=651), particularly after exclusion of pre-hospitalised deaths (n=324), was the smallest of all four sex by age groups. Consequently, the 95% confidence intervals about the odds ratios for 25–44 year old females after exclusion of pre-hospitalised deaths are wide (Table 62). Thus, as with the exclusion of sickness beneficiaries, there was not convincing evidence of drift health selection affecting the all-cause mortality gradients by income for the sensitivity analyses excluding pre-hospitalised deaths.
By cause of death for 25–64 year olds combined (Figures 48 and 49 above), the pattern for the exclusion of pre-hospitalised deaths was very similar to that for the exclusion of sickness beneficiaries described in the previous section. It was also very similar to that for pre-hospitalised deaths in the NZDep91 analyses (Figure 31, page 213).

6.3 **Excluding the non-active labour force**

Income is highly dependent on labour force status – to have a high household income, at least one person in the household needs a high-paying job. This ‘necessary’ relationship between labour force status and NZDep91 or education does not exist. However, if income were truly associated with mortality, then we would still expect to see a strong association among the active labour force where there is large variation in incomes. Put in epidemiological terms there is a strong association between labour force status and income, but it is not an exact concordance. Given the strong association of labour force status with mortality risk, then the income–mortality association should be more prone to confounding by labour force status than either the education–mortality or deprivation–mortality gradients. If present, this confounding will be disclosed when restricting the analyses to the active labour force – presumably for all specific causes of death associated with income.

On the other hand, income is theoretically the socioeconomic factor in the NZCMS most likely to be affected by drift health selection. As labour force status is a proxy for, among other things, health status, large reductions in the income–mortality association when restricting analyses to the active labour force would also be suggestive of health selection – particularly if larger reductions were evident for causes of death preceded by poor health.

6.3.1 **All-cause mortality**

For each sex by age group, the income mortality gradient was approximately halved following exclusion of the non-active labour force. The reductions to the null for the ≥$50,000 compared to <$20,000 odds ratio for all-cause mortality following exclusion of the non-labour force (Table 62 above) were:

- 44% among 25–44 year old males, compared to 14% for the quintile 5 compared to quintile 1 deprivation (Table 57) and 14% for the tertiary qualification compared to nil qualification (Table 59) reductions to the null following exclusion of the non-labour force, respectively
- 47% among 45–64 year old males, compared to 43% and 22% for deprivation and highest qualification
- 65% among 25–44 year old females, compared to 32% and 25% for deprivation and highest qualification
- 51% among 45–64 year old females, compared to 53% and 40% for deprivation and highest qualification.
Figure 50 (below) plots the income mortality gradient for each sex by age group, before and after excluding the non-labour force, using the odds ratios and 95% confidence intervals in Table 62, page 247. For males, the figure highlights that after excluding the non-labour force only the highest income category (≥$50,000 equivalised household income) had a notable and statistically significantly lower mortality risk than the poorest household income category (<$20,000). Moreover, there was essentially little difference between the three income categories up to $50,000. For females, a suggestion of a gradient remains after excluding the non-labour force, but the 95% confidence intervals nearly all included 1.0. For both males and females, the patterns shown in Figure 50 may be affected by linkage (and selection) bias, such that a small gradient might have remained after excluding the non-labour force if there had been no linkage bias. However, on balance, linkage bias would have been unlikely to alter the substantive interpretation that excluding the non-labour force dramatically reduces the income mortality gradient – more so than for NZDep91 and highest qualification.

6.3.2 Cause-specific mortality

The effect of excluding the non-labour force on the income mortality gradient varied markedly by cause of death. The crude floating risk ratios for 25–64 year olds combined for all labour force categories and excluding the non-active labour force are shown in Figure 48, page 248 for males and Figure 49, page 249 for females. As with the comparable figure using crude risk ratios for various exclusions for small area deprivation (Figure 31), there is some confounding by age and ethnicity. For example, a stronger association of income and cancer is depicted by the crude risk ratios in Figure 48 for males than in the age and ethnicity-adjusted odds ratios in Table 40. While this confounding means that the gradients shown in Figure 48 and Figure 49 are not exactly correct, it does not invalidate a comparison of the relative changes in the gradient for the various exclusions.
The main finding in Figure 48 for males was that the exclusion of the non-labour force dramatically reduced the gradient for cancer and cardiovascular disease, moderately reduced the gradient for suicide deaths, but did not alter the unintentional injury gradient. This pattern is consistent with that observed for the small area deprivation gradients after excluding the non-labour force (Figure 31), although the reductions of the cancer and cardiovascular disease gradients for income were greater than for deprivation.
6.4 Conclusion

There was a strong univariate association of equivalised household income with all-cause mortality, and most specific causes of mortality. These associations were probably not greatly affected by selection bias, and somewhat underestimated due to linkage bias (see Section 6.1).

The two major difficulties for the income analyses were determining: (a) whether health selection affected the income–mortality gradients, and (b) what was causing the income–mortality gradients to decrease dramatically following the exclusion of the non-active labour force.

Theoretically, there were two possible types of health selection: drift health selection and differential health selection. Further, we would only expect health selection to operate for causes of death where a period of poor health is common before death (eg, cancer and cardiovascular disease). Finally, the health selection is framed as being a bias over the short-term (ie, a couple of years). The mortality risk plots over time in this chapter found some evidence of differential health selection for the association of income with cancer among males, but not for the association of income with other causes of death. Regarding drift health selection, there was some occasional evidence from the mortality risk plots and exclusions of sickness beneficiaries and pre-hospitalised deaths, but it was patchy, inconsistent, and not usually notably different from the ‘baseline’ NZDep91 and education analyses. Thus, the tests of health selection in this chapter, and compared to baseline analyses in previous chapters, did not strongly suggest health selection over the short term.

How can this conclusion that the income–mortality association was little affected by health selection be reconciled with the larger reductions in the income–mortality gradient following exclusion of the non-active labour force than for NZDep91 and highest qualification? In short, not easily.

There are five possible ways that excluding the non-active labour force might decrease the income–mortality association:

1. Drift health selection, whereby labour force status is a proxy for health status. While the above sensitivity analyses suggested little drift health selection by income in the short-term, it may be that:
   - the ‘tests’ for short-term drift health selection used were too crude
   - drift health selection was acting over a longer period than the three years observable in the NZCMS
   - while short-term drift health selection of the income–mortality association was modest, it was enough in combination with the reasons listed below to drive the income–mortality association further to the null that the associations of other socioeconomic factors with mortality.

2. Differential health selection, whereby labour force status is a proxy for health status. This may also have been one reason, but certainly not the major reason as discussed above. Also, differential health selection, if present, should apply to all socioeconomic factors – not just income.
3 **Confounding by labour force status** (by means other than short-term drift health selection). Such confounding was undoubtedly occurring, and for good reason, given the strong correlation between labour force status and income. But if it was the major reason for the reduction of the income-gradient, more notable reductions for the injury (and suicide) gradients – not just the cancer and cardiovascular disease gradients – would have been expected.

4 **As a proxy for health status – an intermediary variable between income and mortality.** This mechanism is different from drift health selection, where health status actually influences the socioeconomic factor of interest (ie, reverse causation). Rather, this possible mechanism is common to all socioeconomic factors, and involves over-controlling the association of a socioeconomic factor with mortality by the inclusion of a proxy for an intermediary variable (ie, health status). It is not clear why this mechanism would reduce the income gradient more than, say, the education gradient.

5 **Effect modification of the income–mortality gradient by labour force status** by mechanisms other than differential health selection, such that the gradient is weaker among the active labour force. It is not clear why this mechanism should be more important for income than other socioeconomic factors.

On balance, and putting aside the fifth reason, it seems likely that a combination of the first four reasons explains why the income gradient diminishes dramatically when excluding the non-active labour force. There was a similar pattern of varying reduction in the cause-specific mortality gradients by NZDep91 (Section 1.4) – although not as marked as that for income. Thus, a moderate variation in the mix of the first four reasons between NZDep91 and income may have been enough to make the difference. It is interesting to speculate that a modest amount of drift health selection for income, either over a period longer than three years or simply not reliably detected by the sensitivity analyses in this report, may be enough to make the difference between the NZDep91 and income analyses. However, it is impossible to be more precise in drawing conclusions.
Glossary

General terms

**Differential health selection**  
(See glossary definition of health selection first.)  
Health selection that occurs when a socioeconomic mortality gradient is assessed among the active labour force only, due to exclusion from the active labour force that is differential by that socioeconomic factor.

Classically, differential health selection has been described for occupational class mortality gradients. Here the gradient is underestimated when only current occupation is available for the assignation of occupational class. This underestimation is because the lower occupational classes (based on usual occupation) are more likely to be forced out of the labour force than the higher occupational classes when sick, causing the observed mortality risk/rate among the lower occupational classes (based on current occupation) to be underestimated.

**Drift health selection**  
(See glossary definition of health selection first.)  
Health selection that occurs when people drift down the socioeconomic ladder consequent on their health status. For example, poor health may both lower one’s (current) income and be associated with an increased risk of death, causing an overestimate of the association of (usual) income with mortality.

**Health selection**  
‘... the artificial raising or lowering of the average health of people with a particular characteristic associated with the process by which that characteristic is acquired or lost. The mortality of a population with that characteristic is affected by health-related mobility if the health of people acquiring or losing the characteristic differs systematically from others with the characteristic.’ (Fox et al 1987).

In this report, it is crucial to consider two types:

- **Drift health selection** (see glossary definition)
- **Differential health selection** (see glossary definition).

It is also useful to consider health selection (either of the two types above) as occurring over the short or long term. With three years of follow-up in the NZCMS, it was only possible to investigate short-term health selection.

**Linkage bias**  
The biases by demographic and socioeconomic factors in the proportion of mortality records linked to a census record.

**Multivariate analysis**  
In this report, regression analyses that include more than one socioeconomic factor as independent variables.
Univariate analysis

‘It is increasingly common in the medical literature to use the term univariate analysis to refer to analyses which examine only a single explanatory variable’s relationship to a [single] response [outcome] variable.’ (Armitage and Colton 1998, p.4663). In this report, age and ethnicity is treated as fundamental demographic variables that must be adjusted for. Therefore, ‘univariate analysis’ in this report refers to the association of one socioeconomic factor (eg, income) with mortality, controlling for age and ethnicity. (All analyses were conducted separately by sex.) (See multivariate analysis.)

Glossary of record linkage terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement frequency ratio</td>
<td>The probability of a particular matching variable agreeing among links versus agreeing among non-links, that is the $m$ probability divided by the $u$ probability.</td>
</tr>
<tr>
<td>Agreement weight</td>
<td>In record linkage using Automatch®, the weight is the logarithm (base two) of the agreement frequency ratio.</td>
</tr>
<tr>
<td>Automatch®</td>
<td>Commercial probabilistic record linkage software used in the NZCMS.</td>
</tr>
<tr>
<td>Blocking</td>
<td>A procedure used in record linkage to reduce the number of possible comparisons. That is, the records on both files are divided into blocks (eg, area of residence), and record linkage is conducted within these blocks only.</td>
</tr>
<tr>
<td>Blocking variable</td>
<td>Variable used to ‘block’ files in record linkage. In the NZCMS, the blocking variables were geocodes: [meshblock] and [census area units].</td>
</tr>
<tr>
<td>Combined frequency ratio</td>
<td>For any given comparison pair, the product of the agreement frequency ratios for each matching variable that agrees and the disagreement frequency ratios for each matching variable that disagrees. The combined frequency ratio constitutes the information on which the overall ‘betting odds’ in favour of (or against) a correct match are based, and hence pairs categorised as links or non-links.</td>
</tr>
<tr>
<td>Combined weight</td>
<td>For any given comparison pair, the sum of the agreement weights for each matching variable that agrees and the disagreement weights for each matching variable that disagrees. The combined weight constitutes the information on the relative weight in favour of (or against) a correct match, and hence pairs are categorised as links or non-links.</td>
</tr>
<tr>
<td>Disagreement frequency ratio</td>
<td>The disagreement frequency ratio is the odds of a particular matching variable disagreeing among links versus disagreeing non-links, that is [1 minus the $m$ probability] divided by [1 minus the $u$ probability].</td>
</tr>
</tbody>
</table>
**Disagreement weight**

In record linkage using Automatch®, the weight is the logarithm (base two) of the disagreement frequency ratio.

**False link or false positive**

As conceptualised in the linkage bias analysis in the NZCMS, those census respondents who did not die but were linked.

**False non-link or false negative**

As conceptualised in the linkage bias analysis in the NZCMS, those census respondents who did die but were not linked.

**Files**

The sets of records to be compared in the record linkage – in the NZCMS the mortality and census files.

**Frequency ratio**

(See ‘agreement frequency ratio’ and ‘disagreement frequency ratio’.)

**Linkage bias**

As operationalised in the NZCMS, the misclassification bias of the mortality outcome due to the record linkage. Taking all census records as the population, one can create a two-by-two table of links (equivalent to the ‘diagnostic test’ for vital status) by actual vital status. It is then possible to consider the sensitivity, specificity, positive predictive value and negative predictive value of the record linkage for vital status.

**Links**

Those comparison pairs that are categorised during the record linkage as probably including the same person’s mortality and census record. As people die only once, each mortality record can only be linked to one census record. In most record linkage projects (including the NZCMS) it is impossible to determine which links are matches or non-matches, although it is assumed that the majority (hopefully the vast majority) of links are matches.

**m probability**

The probability that a matching variable agrees given that the comparison pair being examined is categorised as a link. It may be global (eg, one common m probability for all values of [year of birth]) or value specific (eg, different m probabilities for each value of [year of birth]).

**Match**

Following Newcombe (1988), a pair of mortality and census records that are for the same person (ie, the pair is ‘correct’). It is usually impossible to verify in a record linkage project whether any pair is indeed a match – rather, the relative probability of a pair being a match is estimated.

**Matching variable**

Variable that is common to both the mortality and census files, and hence available for comparing pairs of records during the record linkage. In the NZCMS, matching variables were [day of birth], [month of birth], [year of birth], [sex], [ethnicity], [country of birth].

**Match-run**

The full series of passes that make up the record linkage.

**Non-links**

Those comparison pairs that are categorised during the record linkage as probably not including the same person’s mortality and census record.
### Non-match
Following Newcombe (1988), a **pair** of mortality and census records that are *not* for the same person (ie, the pair is ‘incorrect’).

### Pair or comparison pair
Any comparison of a pair of **records** from different **files**. The theoretical number of pairs is the product of the number of records on the two files (eg, if there were 100 mortality records and 10,000 census records, the number of possible pairs is 1 million). **Blocking** dramatically reduces the number of possible pairs.

### Pass
A given specification of matching variables, blocking variable(s), mortality and census records to be processed, *m* and *u* probabilities, and other parameters set by the operator of **Automatch®**. A sequence of passes (up to eight in Automatch®) makes up a **match-run**.

### Positive predictive value
As conceptualised in the **linkage bias** analysis in the NZCMS, the proportion of the linked census records who did die.

### Records
In the NZCMS, the separate mortality events on the mortality **file** and the separate census entries of the census **file**.

### Sensitivity
As conceptualised in the **linkage bias** analysis in the NZCMS, the proportion of the census cohort who did die and who were linked during the record linkage.

### Specificity
As conceptualised in the **linkage bias** analysis in the NZCMS, the proportion of the census cohort who did not die and who were not linked during the record linkage.

### True link or true positive
As conceptualised in the **linkage bias** analysis in the NZCMS, those census respondents who died and who were linked.

### True non-link or true negative
As conceptualised in the **linkage bias** analysis in the NZCMS, those census respondents who did not die and who were not linked.

### u probability
The probability that a **matching variable** agrees given that the comparison pair being examined is categorised as a **non-link** (ie, the probability that variables agree purely by chance among non-links). It may be global (eg, one common *u* probability for all values of [year of birth]) or value specific (eg, different *u* probabilities for each value of [year of birth]).

### Weight
See **agreement weight** and **disagreement weight**.